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FOREWORD

This volume contains contributions presented at the MONDILEX project First open workshop
“Lexicographic tools and techniques”, held in Moscow on 3—4 October 2008. The workshop is
organized by the international project GA 211938 MONDILEX Conceptual Modelling of Networking
of Centres for High-Quality Research in Slavic Lexicography and Their Digital Resources, Capacities
- Research Infrastructures (Design studies for research infrastructures in all S&T fields) Project
developed under EU FP7 programme.

The purpose of this Workshop was to study, compare and generalise the partners' requirements for
a common research infrastructure supporting research activities in digital lexicography, as well as
offer recommendations for a common infrastructure supporting high-quality research in Slavic digital
lexicography. The papers discuss current trends and achievements in the field of digital lexicography,
especially for Slavic languages.

The first part of the volume, “Toward the Common Platform of Digital Slavic Lexicographic
Resources”, is dedicated to the creation of a multilingual multi-access resource that can stimulate
various cross-linguistic activities. The paper by T. Erjavec and J.J. JavorSek discusses the
requirements for grid computing to be applied to the digital lexicography and to enable the creation,
annotation and querying of multilingual corpora. The paper by L. Dimitrova and R. Pavlov also deals
with grid technologies and their contribution to natural language management, in particular
lexicographic activities. Based on the authors’ participation in the EC international project
MULTEXT-East, some aspects of compatibility of language resources: unification and standardisation
are presented. The paper by V. Shirokov considers integral multilingual lexicography in the context of
the Mondilex project. It focuses on the relationship between the grammar and lexicographical type of
the language system description.

The second part of the volume is “Maintenance and Optimisation of Multilingal Digital
Environment”. The paper by I. Boguslavsky and V. Dikonov is dedicated to the creation of universal
dictionary of concepts that could serve as a semantic intermediary language for global information
exchange. The paper by L. lomdin and V. Sizov presents a sophisticated software tool which is used to
expand and update bilingual and monolingual electronic dictionaries. The paper by R. Garabik
describes the way of organizing morphology data into a form suitable to be kept as plain text files
inside of a MoinMoin wiki engine. Certain practical results of managing Slovak morphology
information are given. The paper by K. Simov and P. Osenova discusses the Bulgarian language
resources infrastructure developed in several projects aimed at supporting information technology
applications.

The four contributions of the third part of the volume are dedicated to the treatment of specific and
universal linguistic phenomena in multilingual environment. The paper by I. Derzhanski and
N. Kotsyba presents an overview of the category of non-verb predicatives, its definition and coverage
in grammars, dictionaries and corpora of four Slavic languages (Russian, Ukrainian, Polish and
Bulgarian). The paper by V. Koseska-Toszewa and R. Roszko presents various classifications of parts
of speech for Polish, developed on the base of homogenous or mixed criteria: syntactic, semantic and
grammatical (morphological) ones. The paper by L. Dimitrova and V. Koseska-Toszewa discusses
some issues of entry classifiers in digital dictionaries, e.g., those emerging in the course of the
development of a Bulgarian-Polish Digital Dictionary. Lexical specifications for Bulgarian in the EC
international project MULTEXT-East, developed on the basis of a semantic and grammatical
classification of Bulgarian word forms, are shown. The paper by A. Mazurkiewicz deals with Petri net
formalism, showing how it can be used for defining temporal situations.

The preparation of these results has received funding from the EC's Seventh Framework
Programme [FP7/2007-2013] under grant agreement 211938 MONDILEX.

We do hope this volume will be of interest to both lexicographers and computer scientists.

Ludmila Dimitrova, Leonid Iomdin



|. Toward the Common Platform of Digital Slavic
Lexicographic Resources

Grid Infrastructure Requirements for Supporting Research Activities
in Digital Lexicography'

Tomaz Erjavec, Jan Jona Javorsek
Jozef Stefan Institute
Jamova cesta 39, SI-1000 Ljubljana, Slovenia
tomaz.erjavec(@ijs.si, jona.javorsek(@jijs.si

Abstract

The paper discusses the requirements that need to be met in order for grid computing to be
successfully applied to the field of digital lexicography, in particular to corpus processing. We explain
the need for grid computing in this context, overview the current state of the grid, and discuss what
special aspects are exhibited by grid-based corpus processing tools. We also provide a concrete
proof-of-concept scenario, whereby a simple but still useful grid infrastructure would be implemented
to enable the creation, annotation and querying of multilingual corpora.

Keywords: grid computing, digital lexicography, corpus processing, language resources, human
language technologies

Introduction

Human Language Technologies (HLT), as well as related disciplines, such as digital lexicography,
increasingly rely on large annotated corpora as the basic data source, serving such needs as datasets
for training and testing language models or for lexical investigations based on naturally occurring data.
While digital lexicography needs other tools, in particular those that deal directly with lexica or
machine readable dictionaries, the focus of this paper is on the particular subfield of corpus
investigations — be it from the viewpoint of easily producing specialised corpora, or from the
viewpoint of exploitation of large, annotated, and sharable corpora.

Corpora for various languages can nowadays contain over a billion words, and annotations can
increase their size by a factor of ten. Similarly, various automatic annotation tasks, such as word-
alignment or semantic indexing can be computationally very expensive, both in the training and
application phases; the sophisticated investigations of today’s lexicographers are also computationally
expensive, where complex searches or other computations need to be performed over such large and
heavily annotated corpora. And while computational power of even personal computers has increased
dramatically over the years, the sizes of corpora, and the computation resources needed to annotate,
store, and investigate them have increased even more.

In addition to requiring large amounts of storage and computing power, lexicographers can also
benefit from sharing resources, such as corpora. Of course, due to copyright and other factors, such
sharing must be controlled via a system of access rights and permissions.

Grid computing is a form of distributed computing whereby a "virtual supercomputer” is composed
of a cluster of networked, loosely-coupled computers, acting in concert to perform very large tasks.
This technology has been applied to computationally-intensive scientific, mathematical, and academic
problems, in areas such as physics, chemistry, biomedicine, pharmacology and meteorology. Grid
computing thus offers the possibility to perform computationally intensive tasks, and offers also the
possibility of storing and sharing large amounts of data. Additionally, various domains to which grid
computing has already been applied, such as processing of data from medical records, demand a high
level of data protection and controlled access: user authentication and digital rights management are a
part of the grid infrastructure.

! The study and preparation of these results have received funding from the EC's Seventh Framework Programme
[FP7/2007-2013] under grant agreement 211938 MONDILEX.
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Given this overlap of requirements and their possible solution, it is natural that the paradigm of grid
has started to be applied, albeit slowly, and with some time lag, to the area of Human Language
Technologies, especially to the areas which deal with processing of large amounts of data, i.e. corpora.

In this paper we review the current state-of-the-art in grid based corpus processing, attempt to
delineate what special requirements there are in applying the grid to this domain, and propose a
specific, albeit simple scenario, which could be implemented in the scope of the MondiLex project as
a test case. Hopefully, the actual implementation of even a proof-of-concept prototype will be already
useful, as well as highlighting concrete barriers for the uptake of grid technology for digital
lexicography and how to overcome them.

Enabling Grid Infrastructure for Digital Lexicography

Carroll et al. (2005) discuss some of the key challenges which need to be addressed in order to
fully support a vision of ‘Grid-enabled” NLP. They distinguish between issues relating to the
underlying technological requirements of Grid NLP, focusing on data representation, system
configuration and deployment on the Grid, and the delivery of this technology to different user groups:
end users, service providers and NLP researchers. Recently, more specific initiatives are coming into
being. As a part of the German Grid Initiative D-Grid (Neuroth et al., 2007) the TextGrid project aims
to create a community grid for the collaborative editing, annotation, analysis and publication of
specialist texts. It thus forms a cornerstone in the emerging e-Humanities, and has obvious
applications for digital lexicography, although currently concrete results of this project are not yet
known. A very interesting project, NLE-GRID, dealing with the grid infrastructure for Natural
Language Engineering applications is currently underway at the L2F — Spoken Language Systems
Laboratory, INESC ID Lisbon, and a number of concrete proposals for its architecture and other
requirements have already been published (Martins de Matos et al., 2008a, 2008b, 2008c; Marujo et
al., 2008, Luis, 2008). The main objective of the NLE-GRID project is to create a framework for high
performance NLE computing on a computational grid by extending an already existing system of
theirs, called Galinha, to include an interface to computational grid services so that the components
and data can be geographically and organizationally distributed. The Galinha system consists of a web
interface and a data repository. Applications were built through the web interface by creating service
chains from a pool of re-usable components. Various tools were integrated in Galinha: these tools
performed tasks such as morphological analysis, part-of-speech disambiguation, and syntactic
analysis.

In this section we focus on the grid aspects of enabling a distributed infrastructure for corpus
processing, including the establishment of the virtual organisation, rights and metadata management
and corpus storage and processing.

Establishment of the Virtual Organization

Creation of Core Services. To support the Human Language Technologies Virtual Organization
(HLT VO), we need to prepare a dedicated server that will run VOMS (Virtual Organization
Membership Service). This is the central server for the VO user and server access control, including
accreditation, authentication and authorization. To support a fully functioning VO, a number of
additional services will be needed, such as site and job monitoring web services (developed as part of
Slovenian National Grid Initiative) and a user front-end (both web and command-line) for Virtual
Organization's users.

In order to support distributed data management and access, a central metadata server will have to
be established. While existing solutions for grid infrastructure can be used for mappings from grid
names to local file names and distributed data management, a solution for extensive corpora metadata
management and mapping will have to be evaluated and developed to enable meaningful querying and
access to corpora from linguistic tools.

Registration of the VO. While Virtual Organizations in modern grids are self-contained
infrastructure elements, they have to be included in the common infrastructure of all sites supporting
the Virtual Organization. We are planning to support two different grid middleware solutions:
NorduGrid and gLite. NorduGrid ARC is simpler and very efficient; it is a good match for
applications that, in grid terms, are not very resource intensive. It is also easier for setting up new sites



due to much simpler installation and integration procedures. gLite from the EGEE project is, on the
other hand, the most widely used and supported middleware and therefore has to be supported by the
HLT VO.

For NorduGrid ARC, we have established contacts with NorduNet to arrange for registration of
HLT VO with relevant databases and services. Sites that already support ARC should be able to start
supporting the new VO simply by editing the relevant setup files and installing the software base for
the VO from its repository.

For glite, the Jozef Stefan Institute (JSI) can, as a member of the project, register the new VO via
the Central European Regional Operations Centre (CE ROC) and include it in central EGEE databases
and service monitors.

Initial Web Page. A dedicated web site for information, documentation and user management of
HTL VO will be set up at JSI as part of Slovenian National Grid Initiative effort. With the addition of
basic job reporting, statistics and usage services, the central infrastructure will be sufficient for initial
testing and evaluation for Human Language Technologies Grid.

In order to support full virtual organization usage, additional services will have to be then
developed: web-based grid tasks with automatic job submission and control, data-set upload
(including corpus upload, transformation, etc.) and data retrieval from finished jobs.

We are also planning to add some web-based interfaces to the resources incorporated in the grid.
The first of such planned services will be a grid-aware concordancer, accessible both as a web service
and from grid jobs. The service will enable the user to access the available grid-based corpora
according to user's authorization.

Initial Processing Pipeline. For testing purposes, a set of command-line tools for submitting
typical linguistic grid jobs will be developed, based on a basic set of tools that will be prepared for the
use on the grid (gridified) for testing purposes. These tools will have either the form of dedicated
scripts or specialized makefiles and will be able to perform a resource-intensive task using distributed
corpus data and distributed computing resources in the HLT VO.

In the first stage, we are planning to gridify the lemmatization and tagger tool totale. The tool has
been extensively tested with Text Encoding Initiative Guidelines, TEI P5 (Sperberg-McQueen and
Burnard, 2002) encoded corpora and MULTEXT-East tag sets. In addition, we are preparing a small
test suite of generic n-gram processing tools for statistical analyses on available distributed data.

These prototype processing pipelines will serve as test cases and foundations for developing more
complex pipelines, user frameworks and web interfaces for advanced grid-based linguistic processing
in the future.

Rights and Metadata Management

Obtaining Digital Certificates for Users and Sites. In order to work with the grid, users have to
establish their digital identity using the international public key infrastructure for grids, in this case the
International Grid Trust Federation established by regional grid certificate policy management
authorities (EU Grid PMA for Europe). In practice, all members of the project can contact their
national grid certificate issuers and national grid initiative organizations or start-up projects in their
countries to receive help, training and instructions on how to obtain necessary digital certificates. In
order to create a testing framework, all users and future grid site managers will have to submit requests
for personal digital certificates that will be used for authorization with the HTL VO and grid services.
Administrators will also have to submit requests for service and hosts certificates for services and
machines that will be using the grid directly (local grid site servers, job managers and data pools).

Grid certificates are used for identifying users to VO web services and to the VOMS service
(Virtual Organization Membership Service).

VO Authorisation Protocol. VOMS (Virtual Organization Membership Service) originally
developed in the framework of EDG and DataTAG collaborations and maintained by the EGEE
project, is the industry standard Virtual Organization management solution, shared by all current grid
middleware implementations (Demchenko et al., 2006). VOMS identifies users using their personal
grid certificates. The server classifies users that are part of a VO on the base of a set of attributes in its
database and includes that information inside Globus-compatible proxy certificates generated from



user certificates, which enable users and their jobs to fully identify the users and authorize their
actions in the grid based on the attributes from VOMS. The system is fine-grained, reliable, scalable,
highly secure, supported and widely used.

VOMS attributes can be used to control user access both to VO-wide services and capabilities,
such as software repositories and file pool servers, and to specific resources, such as executing grid
jobs and files stored on the grid (where the ownership and permissions of the job and file are taken
into account). Since stored files can be encrypted and all file transmissions are performed using
secured encrypted links and PKI-based authentication, the system enables fine-grained and secure
control over file storage, access and manipulation.

We believe the system is sufficiently versatile and secure to enable us to share even those linguistic
resources that require user agreements or contractual relationships to be used. Since the fine-grained
controls will allow us to restrict all access to such resources (i.e. corpora) to only those users that have
legal access rights, we believe we can facilitate and simplify the process without jeopardizing the
security of data and copyright protections in question.

Resource Catalogue Creation. The main resources for linguistic research and lexicography,
electronic corpora, represent the basic resources that should be available in the HTL VO grid.

Compared to most other scientific disciplines, corpus metadata is rather complex. In the project, we
plan to evaluate the level of detail needed to create a useful central metadata server with dataset
selection, searching and extraction capabilities.

Corpus Storage and Processing

As regards the storage and processing of corpora, there are several issues that need to be addressed.

Corpora can be rather large — a medium-sized corpus today represents between 50 and several
hundreds of gigabytes, either monolithic or (typically) split into many individual files with their own
metadata sections.

While it is planned that each contributing organization will store the original versions of
contributed corpora on their servers — either on one machine or in a distributed fashion, using metadata
servers to find and access the correct files — we need to establish a system of data pools and replica
servers to alleviate the load on the servers and provide for data consistency and availability, enabling
uninterrupted access to the data.

For corpus processing, the data from corpora must be transformed and often both intermediate and
final versions of the data have to be stored on disk at least temporarily. This poses two problems:
individual computing nodes have to have several gigabytes of storage available and an additional
considerable amount of possibly temporary grid storage has to be available for the final datasets.

While the amounts of data needed for HLT tasks are entirely manageable using existing
middleware and grid practices, a simple but powerful method for streamlining this procedure has to be
put in place to simplify the process and to maintain integrity and availability of the data using central
metadata servers, data pools and replicas.

The corpus data also has to be available in a standard format. Additionally, linguistic annotations,
such as morphosyntactic (or POS) tagging, alignments, chunking etc., have to be documented and
standardized to the point where transformations between language-specific features of different
corpora are possible. This compatibility is crucial for any advanced application, such as for parallel
evaluation, compilation of WordNets, multi-language corpus alignment etc.

Grid Enabled Corpus Processing for Digital Lexicography

This section details a particular scenario for enabling grid-based corpus processing, which could
be, at least partially, implementable in the scope of the MondiLex project. The scenario concentrates
on two main tasks: annotation of corpora, and querying of corpora. In this it is very similar to the
functioning of the Sketch Engine (Kilgarriff et al., 2004), where such operation are also supported,
albeit in a non-grid (and commercial) environment.



The scenario list below is composed as a sequence of tasks, where the preceding ones provide the
environment for the latter ones. We first list the tasks and then explain them in more detail:

implement grid-totale

web interface for corpus processing

up-loaded corpus registry with metadata

grid concordancer

concordancer corpus extension with up-loaded files
text statistics over uploaded corpora: keyness, terms
access management

Nk W=

Corpus Annotation with Totale

We propose for the first prototype processing pipeline to implement in the scope of the VO the
corpus annotation tool “totale” (Erjavec et al., 2005), which implements the following annotation
steps, in a multilingual setting:

1. tokenisation
2. part-of-speech tagging
3. lemmatisation

The program, written in Perl, implements a simple pipelined architecture, where plain Unicode
(UTF-8) text is first tokenised, the word tokens (word-forms) are then tagged with their context-
disambiguated part-of-speech, or, more accurately, morphosyntactic description (MSD), and the word-
forms, given their MSD, are lemmatised to arrive at the canonical form of the word. The program can
produce the output in several formats, in particular in tabular form or encoded in TEI-compliant XML.

The program is — once started — reasonably fast, i.e. it processes cca 100k words per minute.
Starting time, however, is a problem. Partially this is to do with the system architecture of file-
mediated sequential processing, and is partially due to the lemmatisation module for a language (with
its possibly thousands of rules and exceptions) being loaded statically at the start of the program. In
the rest of this section we explain the three annotation modules of totale.

The multilingual tokenisation module miToken is written in Perl, and, in addition to splitting the
text input string into tokens has also the following features:

e It assigns to each token its token type. The types distinguish not only between words and
punctuation marks but also mark digits, abbreviations, left and right splits (i.e. clitics, e.g. s ,
enumeration tokens (e.g. @) as well as URLs and email addresses

e It marks end of paragraphs, and end of sentence punctuation, where sentence internal periods are
distinguished from sentence final ones.

e It preserves (subject to a flag) the inter-word spacing of the original document, so that the input
can be reconstituted from the output — this consideration is important when several tokenisers are
applied to a text, either for evaluation or production purposes.

mlToken stores the language dependent features in resource files, in particular a list of
abbreviations and split/merge patterns.

In the absence of a certain language resource, the tokeniser uses default resource files — in order to
achieve best results, however, resource files for a specific language have to be written — this task is
helped by having pre-tokenised corpora for the language available.

For tagging words in the text with their context disambiguated morphosyntactic annotations we
used a third-party tagger, namely TnT (Brants, 2000), a fast and robust tri-gram tagger. TnT is freely
available (but distributed only in compiled code for Linux), has an unknown-word guessing module,
and is able to accommodate the large morphosyntactic tagsets that we find in various EU languages.

The tagger uses two resources, namely a lexicon giving the weighed ambiguity class for each word
and a table of trigrams of tags with weights assigned to the uni-, bi-, and tri-grams.

Both resources are acquired from a correctly annotated corpus, where the induced lexicon can of
course also be further upgraded.

For our lemmatiser we used CLOG (Manandhar et al., 1998, Erjavec and Dzeroski, 2004), which
implements a machine learning approach to the automatic lemmatisation of (unknown) words. CLOG
learns on the basis of input examples (pairs word-form/lemma, where each MDS is learnt separately) a
first-order decision list, essentially a sequence of if-then-else clauses, where the defined operation is



string concatenation. The learnt structures are Prolog programs, but in order to minimise interface
issues we made a converter from the Prolog program into one in Perl. In the final instance the usage
for determining the lemma is simply the result of the function call $lemma = lemmatise($msd,
$wordform); This function then calls the appropriate rule-set, which transforms the input wordform
into its lemma.

The main feature of totale is the fact that it is multilingual and trainable for new languages, as the
models for tagging and lemmatisation are induced from data. However, in order to make the tool
useful, we first have to obtain such data, namely morphosyntactically annotated corpora and lexicons.
It is an additional advantage if the multilingual training resources all follow the same guidelines for
tagset and corpus annotation design.

The MULTEXT-East language resources, a multilingual dataset for language engineering research
and development, first developed in the scope of the EU MULTEXT-East project, have now already
reached the 3rd edition (Erjavec, 2004). MULTEXT-East is a freely available standardised (XML/TEI
P4, (Sperberg-McQueen, and Burnard, 2002)) and linked set of resources, and covers a large number
of mainly Central and Eastern European languages. It includes the EAGLES-based morphosyntactic
specifications, defining the features that describe word-level syntactic annotations; medium scale
morphosyntactic lexicons; and annotated parallel, comparable, and speech corpora. The most
important component is the linguistically annotated corpus consisting of G. Orwell's novel “1984” in
the English original and translations.

For training totale we used resources for the Czech, English, Estonian, Hungarian, Romanian,
Serbian, and Slovene. The MULTEXT-East mtseg resource files were used as sources for the mlToken
resource files; the annotated corpus for training the TnT tagger; and the lexicons to improve the
performance of the tagger and for training the CLOG lemmatiser.

While training the tagger on this data is very fast, training the lemmatiser is much more process
intensive, as each MSD is learned separately — so, for Slovene or Czech, this meant learning more than
1000 different classes for a language, and the training time is measured in days.

In the scope of this task, totale must be implemented in a grid environment. As the tool is able to
operate on separate texts, there is no problem with parallelisation: the input corpus files can be split
into chunks, and passed on to totale. The optimum split size, however, needs to be determined
experimentally, trading start-up with running time.

Web Interface for Corpus Processing

In order to be able to process corpora with totale (or other programs) in a flexible manner, it will be
necessary to develop a Web front-end to enable up-load of corpora, specifying the parameters of the
annotation process (e.g. language, type of annotation), running the annotation process and
downloading the results.

We have already implemented, albeit in a non-grid environment, and interactive Web based system
for up-loading documents, processing them, and returning the results (Erjavec, 2007). The system
supports uploading of compressed archives, as well as downloading of compressed files, a necessary
requirement for transfers of large corpus files. The system also supports conversion to and from
XML/TEI encoded files.

The system can also generate Excel (XML) documents which then serve as input to the editing
process, and are uploaded to the server after they have been corrected. This option is interesting where
the automatically generated annotations need to be manually corrected.

The implemented web service runs under Linux/Apache, using CGI/Perl. The Perl script:

1. takes the uploaded file, possibly compressed, with the archive containing multiple files;
2. calls various transformations with user-selected parameters;

3. returns the result, either directly via HTTP or as an archive file; and

4, logs each transaction, possibly archiving the input and output files.

The developed system needs to be upgraded to a grid-based environment, where the main task is
the distribution of the input files to appropriate servers and then collection of the processed files. As an
initial option, the uploaded archive could be decompressed, and the input files distributed among
servers.

Of course, for testing purposes a window where text can be pasted as well as uploading a single
text file should also be supported.
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The download scenario is similar to the upload one — for small files a window where annotated text
is displayed could be offered. For larger files and corpora, a compressed archive should be offered.

It is recommended that the default encoding of the annotated corpora is XML/TEI, however, a
tabular file format is also an option. The tabular file contains in each line either a structural tag (such
as <p> or </p>) or a corpus token, either a punctuation symbol or word. The word tokens are then, at
least in totale, annotated with their context disambiguated MSD and lemma.

Corpus Registry

While in the initial stage it is sufficient to simply offer the processed corpora for download, in the
longer term it would be interesting to explore the possibility of storing the up-loaded and annotated
corpora in the grid environment, either permanently or with an expiration date. This would enable
other users — of course, with appropriate authorisation — to also access interesting corpora.
Additionally, the VO could also offer “pre-cooked” corpora, which are simply loaded into the corpus
pool, to be used as required.

For all these tasks, a corpus registry needs to be established, which stores the name of the corpus,
along with appropriate meta-data, e.g.:

e language of the corpus

e annotations of the corpus
e responsible person

e access rights to the corpus

For the basic meta-data storage it is suggested to use the TEI header, as it can store all the required
information about the corpus. It is also simple to write a XSLT transform to convert the TEI header
into HTML, which can be then displayed to the users, and to a database backend used to track access
rights and permissions. For simple search and display tasks, it is also appropriate to enable a
conversion from basic elements of the TEI header to a Dublin Core record, which should be sufficient
for most requirements.

The most complicated aspect of the registry is its connection to other pieces of software, e.g. the
concordancer, as the software must be aware of access rights of particular users and prevent access to
restricted data for users that do not possess sufficient access rights. To manage this process, a central
system for establishing the required agreements and keeping track of current status for all users will
need to be created.

Grid Concordancer

If so far the discussion has concentrated on the process of corpus compilation, but the corpora
should also be usable by the lexicographers directly in the grid environment. Concordancers are the
basic tool for corpus exploration; in the context of the grid, we have to look at Linux based, Web
enabled concordancing engines. Currently, there are two main candidates on offer. The first is CWB,
the IMS Corpus Work Bench (Christ 1994) developed at Institut fiir Maschinelle Sprachverarbeitung
at the University of Stuttgart, which is now also freely available as source. The CWB has a very rich
query language, supports annotated corpora, and is fast over large corpora. The main problem with
CWRB is that it does not support Unicode, so the corpora have to be encoded in one of the 8-bit
encodings. While this is acceptable for monolingual corpora of (contemporary) European languages, it
presents problems with multilingual corpora and historical corpora. CWB is also only the back-end
engine, which means that it is still necessary to write an appropriate Web interface to enable simple
access to the corpus. Various front-ends exist, e.g. at JSI or the collective effort named CSAR, but
none of them is very well documented and none of them can use the full potential of the functionality
that CWB offers.

An alternative back-end is Manatee (Rychly and Smrz, 2004), which was deliberately made CWB
compliant, although it is a complete re-implementation. The advantage of Manatee is that it is Unicode
aware; however, it does not support parallel corpora. There has been less work in developing front-
ends for Manatee (although a client, called Bonito does exist), but one of them was developed by the
Slovak partner of MondiLex.
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In short, either CWB or Manatee would need to be implemented to work in a grid environment.
The simplest and the most effective scenario would be to store particular corpora on a predefined
machine in the grid, run the corpus query locally on the machine, and return the results to the front-
end, where they are each displayed separately. Such an approach has been proposed by (Tamburini,
2004), and has the advantage of simplicity, as the front end needs only to know which corpora are to
be queried, initiate the query processing over them, and then trivially assemble the results. More
complex scenarios, whereby a single corpus would be split and distributed in different storage pools in
advance, and the results seamlessly joined by the front-end are probably not feasible in the current
time-frame. However, a system using complete replicas and metadata server lookup to locate them
would not represent a significant complication while contributing to availability and responsiveness of
the system.

Concordancer Corpus Extension with Up-loaded Files

The preceding section assumed that the corpus files that the concordancer is aware of are static, and
have been added to the concordancer by the VO maintainer. In the longer perspective it is worth
exploring the option whereby up-loaded and annotated corpora are also made automatically available
for concordancing. This involves an extra processing step, whereby the new corpora are added to the
concordancer registry and indexed, and expired corpora are removed from the concordancer store.

Text Statistics

While the functionality of concordancers is the basic one to offer to lexicographers, there are other
processing tasks that are also very useful, and typically involve processing over complete corpora. As
an initial offering, we plan to prepare a small test suite of generic n-gram processing tools for
statistical analyses on available distributed data. Since n-gram processing of large datasets, especially
for n-grams where n>3, can be relatively resource-intensive, we are expecting a noticeable
improvement, especially for tasks where development or refinement of algorithms requires several
iterations of reprocessing of the same dataset to test the hypotheses and implementations on suitably
large datasets.

Here we note two other tasks, keyness and term extraction. Keyness, implemented in e.g. the
WordSmith tools (Scott, 2004), shows which words are particularly salient for a text, and presupposes
a reference corpus, giving the frequency of general usage for particular words, and the target text,
from which a lexicon is extracted, and compared to general usage. In this manner, the “keywords” of a
particular text are identified, and can serve as a first approximation of interesting lexical entries, e.g.
for a particular terminological domain. In a similar fashion, terms can be extracted from text, using
either purely statistic methods or prepared templates of syntactic combinations, e.g.
“Adjective + Noun”. These methods, unlike concordances, concentrate on the lexis of particular texts
or corpora, and identify interesting words or phrases for subsequent investigations. These kinds of
tools are also a good candidate for gridification, as they typically need to process the entire corpus or
corpora, and are thus computationally expensive.

Conclusion

The paper presented why digital lexicography could benefit from grid-enabled processing and
sketched a number of requirements that need to be met in order for this vision to become a reality. In
particular, we gave an overview of grid services that would be necessary for corpus processing to be
implementable on the grid, and then sketched a number of services, mostly to do with corpus
compilation and analysis, that could be implemented relatively easily, yet still be useful for practical
work. In particular, we outlined the measures necessary for enabling the grid infrastructure for digital
lexicography and then discussed a scenario that would enable corpus processing on the grid.

We are currently attempting to implement the vision sketched in this paper, and the reality of it will
doubtless bring new insights into the usefulness of the grid for digital lexicography.
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Web References
Language processing tools:

o Sketch Engine: http://www.sketchengine.co.uk/

e IMS Corpus Work Bench: http://cwb.sourceforge.net/

e CSAR interface to CWB: http://csar.sourceforge.net/

e JSI corpus front-end: http://nl2.ijs.si/

e Manatee Corpus Processor: http://www.textforge.cz/

e  WordSmith Tools: http://www.lexically.net/wordsmith/

e TEI consortium: http://www.tei-c.org/

Grid Web references:
e Globus Toolkit: http://www.globus.org/toolkit/

e EGEE/LCG Technical Report: http://lcg.web.cern.ch/LCG/tdr/

e LCG Progress report: Q1, Q2 2005:
http://Icg.web.cern.ch/LCG/PEB/Documens/LCG-ProgressReport-01Q05.pdf,
http://Icg.web.cern.ch/LCG/PEB/Documens/LCG-ProgressReport1-02Q05_02aug05.pdf

e (Central European Operations Centre EGEE (CE-ROC): http://grid.cyfronet.pl/egee/

e CE Federation EGEE: http://egee-intranet.web.cern.ch/egee-intranet/federations/central.html

e Achievements of projects collaborating with EGEE:
http://egee-na2.web.cern.ch/egee-NA2/files/material/rpbooklet-final-for-print.pdf

e Trust on the Grid Goes Global (establishment of IGTF):
http://www.eugridpma.org/igtf/igtf-newsrelease-20051005.pdf

e FEUGridPMA: http://www.eugridpma.org/
e SiGNET CA web: http://signet-ca.ijs.si/

e EGEE in Slovenia: http://www-19.ijs.si/

e European Grid Initiative Partners: http://web.eu-egi.eu/partners/ngi/
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Abstract

We describe in brief what grid technologies are and how they could contribute to the language
technologies, in particular lexicographic activities. Based on our participation in the EC international
project MULTEXT-East, we present some aspects of language resource compatibility: unification and
standardisation. We underline the importance of the developed harmonised lexical (morphosyntactic)
specifications and descriptions of language data in machine-readable form in a common standard
encoding format — Corpus Encoding Standard format — for six Central and East European (CEE)
languages, as well as the language-independence of the tools employed.

Keywords: language technologies, language resources, grid technologies, electronic corpora, lexicon
and dictionaries

Introduction

Applications of language technologies (or natural language processing) have recently been
extended in the areas of information research, machine translation, machine learning, speech
technology, lexicography, terminological bank servicing, etc.

In a situation of extended applications, language technologies are provoked by new technological
decisions (tools) that the information technologies offer recently. A grid, or more precisely, a
knowledge grid is such a decision.

What are grid technologies and how could they contribute to the language technologies in
particular lexicographic activities?

A grid is a network or collection of distributed computer resources, which are accessible through
local or global networks and are presented to the users via an enormous virtual computer system. In a
nutshell, a grid is a virtual, dynamically changing organization of structured resources, which are
shared among individuals, institutions or systems. Some of the main advantages of the grid technology
are: virtual organisation of digital resources; optimized access and enhanced management of these
resources; ability to be used worldwide, etc. Knowledge grids offer high-level approaches, techniques
and tools for distributed mining and extraction of knowledge from data, processing and accessing of
data from the repositories available on the grid, leveraging semantic descriptions of components and
data. These functions allow scientists and professionals to compose workflows that integrate data sets
and store them, and to create and manage complex knowledge applications. A knowledge grid uses
knowledge-based methodologies and technologies to answer much harder questions and to find the
appropriate answers in the required form. It joins technologies for data mining, ontologies, intelligent
portals, workflow reasoning, etc., for supporting the way knowledge is acquired, used, retrieved,
published and maintained.

The relationships between the described features of knowledge grids and lexicographic activities
can be briefly formulated as follows:

e Typical knowledge grid objects and language technologies objects (for example, electronic
dictionaries and corpora) share some specifications, like: the structural complexity of mono-,
bi- and multilingual dictionaries, the great volume of the dictionaries, the internal structure of
the dictionaries as a sequence of well-defined tagged-tree lexical entries, etc.

e The knowledge grid provides appropriate services that digital dictionaries require for the
coordination and unification of existing digital linguistic resources and for their further
cooperative development and enrichment in accordance with recent advances in the field and
with international standards, while ensuring their reusability, interoperability (based on open
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standards and software tools) and openness.

e The knowledge grid allows the creation of an operational structure for the effective
communication between the partners and with potential stakeholders, and will support the
partners’ cooperative efforts to attain the principal objective of the project.

e The possibilities of the knowledge grid technology could provide for the creation of a general
lexical database with a rich system of links between forms and meanings of the words; the
users could search in any language that already has a digital dictionary.

e The knowledge grid provides infrastructure for the creation and support of a network of high-
quality multi-language resources. Many digital lexicographic resources, developed by
different research groups or scientists, could be active on the same shared knowledge grid
resources at the same time. The research groups could create in collaboration, regardless of
distance and time, new digital lexicographic resources that could meet the requirements of the
current information space.

e The lexicographic resources (file archives or databases) can be of very different nature, but
they must have a standard description, be presented in a standard form in order to be used by
standard software tools. This means that the knowledge grid-based infrastructure will support
and manage a network of shared resources (e.g., archives, repositories, database, and software
tools).

e The high power and secure services of knowledge grid will provide computational techniques
for solving some digital lexicographic problems, such as interoperability, ontology integration,
content-based automatic selection, automatic content source description, resources
preservation, etc.

Annotated electronic Bulgarian language resources

The first annotated electronic resources for Bulgarian language were developed during the EC
project MULTEXT-East Multilingual Text Tools and Corpora for Central and Eastern European
Languages (Dimitrova et al. 1998). Here we give a brief account of our work, as participants in this
EC project. We believe that the programming tools used in the MULTEXT-East project (MTE for
short) and multi-language resources developed represent a good sample of a research infrastructure.

The MULTEXT-East is a continuation of MULTEXT project under the INCO-Copernicus
programme. Project MULTEXT produced the language resources and a freely available set of tools
that is extensible, coherent, and language independent, for six western European languages (English,
French, Dutch, Italian, German, and Spanish) (Ide, Veronis 1994).

MTE project developed significant language resources for six Central and Eastern European (CEE)
languages: Bulgarian, Czech, Estonian, Hungarian, Romanian, Slovene, and for English. Three of
these languages belong to the Slavic language group: Bulgarian, Czech, and Slovene. The MTE
electronic lexical resources include multilingual MTE corpus, produced as a well-structured and
lemmatized CES-corpus: in  Corpus  Encoding Standard  (CES) (Ide 1998,
http://www.cs.vassar.edu/CES/), and a dataset of language specific resources (for Bulgarian see
Dimitrova 1998, Dimitrova et al. 2005).

The results of the two multi-language projects MULTEXT and MULTEXT-East — as resources and
experience of using the same program tools — show how important the development of common
harmonised lexical specifications in CES-format for different European languages and the language-
independence of the tools employed are.

MTE multilingual corpus comprises three corpora: parallel corpus, based on George Orwell’s
novel “1984”, comparable corpus — newspaper excerpts and texts from CEE literatures, and a small
speech corpus. The texts of the parallel corpus have been produced as well-structured, lemmatized
documents in CES-format.

The language specific resources that MTE project developed are:

e Lexical (morphosyntactic) specifications;

e Language-specific data;

e Lexicons.

The texts and the lexicons produced serve as input data for experiments with the tools created for
processing Western-European languages in MULTEXT, but also serve as resources for building
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lexical databases for the six CEE languages (EC project CONCEDE). The MULTEXT tools were
implemented under UNIX. They could be distributed in two main types: corpus annotation tools and
corpus exploitation tools — segmenter, morphological analyser, part-of-speech disambiguator, aligner,
etc. All tools are integrated via a common user interface into a general-purpose manipulation system
suitable for natural language processing research. The MULTEXT tools were designed with an
engine-based approach where all language-dependent materials are provided as data (in a form of the
tables or rules).

MTE language specific resources

In 1995, the Text Encoding Initiative (TEI), an international project, aimed to produce a guide for
preparation and exchange of electronic texts for scientific purposes, using the standards for text
representation (http://www.tei-c.org/Guidelines/P5/get_pS5.xml).

The TEI-group chose SGML, a metalanguage defined in 1986 with an international standard, ISO
8879, because of its important application to language engineering. SGML makes a text available to
many different types of processing or using, because it defines the document’s contents entirely and
independently of the language. Such text serves as a reusable resource for the purposes of many
multilingual systems. The TEI-conformant mark-up techniques (SGML), ensures the efficiency of the
electronic exchange of information, large corpora, and lingualware between the scientists of linguistic
research. The SGML technique was applied to create language specific resources for the 6™ CEE
language of the project. The MULTEXT methodology (harmonization of the resources and usage of
common tools), used in MTE, has provided producing portable uniform SGML multilingual resources.

The resources for texts processing developed in MTE project are language-specific data. These
resources are files required by the MULTEXT project tools for segmentation, tagging, and
disambiguation. In this way the language independence of the tools was provided. Each partner has
developed a set of resource files for their language and a lexicon according to the common
specifications in the MULTEXT format.

MTE lexical specifications

The MTE languages use different character sets and the originals of texts contain symbols not
present in ASCII. All MTE electronic texts use 8-bit encoding defined in one of the ISO 8859
standards: Bulgarian uses ISO 8859-5 (Cyrillic), Czech, Hungarian, and Romanian, for example — ISO
8859-2 (Latin 2). The free word order and rich inflection of CEE languages (especially three Slavic:
Bulgarian, Czech, and Slovene) presented significantly different linguistic problems than do those of
Western Europe. For a description of specific languages phenomena, MULTEXT’s specifications
were enlarged by an addition of new attributes and values for each Central and Eastern European
(CEE) language. So at its first phase the MTE project has developed harmonised lexical
specifications for six CEE languages and for English (Ide, Veronis, Erjavec (Eds.) 1997).

The specifications are presented as sets of attribute-values, with their corresponding codes used to
mark them in the lexicons. The features that are shared by all MTE languages (so-called core
features) were determined. In such manner the comparability of the information encoded in the
lexicons across the MTE languages was provided. Except these “general properties” the so-called
language-specific features were defined, which describe language-specific morphosyntactic
phenomena.

Language-specific data

Sets of segmentation and morphological rules and data for use with the various annotation tools
were developed. Segmentation rules describe the form of sentence boundaries, quotations, numbers,
punctuation, capitalization, etc. Morphological rules, needed by the morphological tools, provide
exhaustive treatment of inflection and minimal derivation. Other language-specific data, the so-called
special tokens, required by the segmenter, includes lists of special tokens (frequent abbreviations and
names, titles, patterns for proper names, etc.) with their types. For maximum flexibility and to retain
language independence, all such information is provided directly to the subtools via external
resource files, for example, Bulgarian external files are: tbl.punct.Bg, tbl.abbrev.Bg,
tbl.compound.Bg, etc.
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MTE lexicons

The MTE lexicons have the standard form of the MULTEXT lexica.
Each lexicon entry includes the following information: inflected form; lemma; morphological
information for this inflected form encoded in its morphosyntactic description:

wordform <TAB> lemma <TAB> MSD
Examples of Bulgarian lexicon entry:

Maii = Qgs (Particle, general, simple)
Maii Mas Vmm-2s (Verb, main, imperative, 2nd person, singular)

In fact, Bulgarian MTE lexicons are three and mostly cover the available texts (Dimitrova et al.
2005):
1. Bulgarian translation of G. Orwell’s “1984”;
2. Bulgarian corpora
2.1. Fiction (two novels)
2.2. Newspaper (excerpts).
The lexicon of Bulgarian translation of G. Orwell’s “1984” contains 17567 lemmas and 295431
word-forms for these lemmas.
The table below shows a number of lemmas and word forms in the Bulgarian lexicon:

Part of Speech Lemmas Entries
Nouns 9891 47969
(masculine 4180 25100)
(feminine 4120 16493)
(neuter 1591 6376)
Verbs 4140 226666
Adjectives 2155 19397
Pronouns 92 110
Adverbs 790 790
Adpositions 98 98
Conjunctions 76 76
Numerals 67 67
Interjections 172 172
Particles 86 86
Total 17567 295431

The MTE results
The MULTEXT-East project developed three multilingual corpora:
(1) Parallel Corpus,
(2) Comparable Corpus,
(3) Speech Corpus.
There are four versions of MTE parallel corpus, corresponding to four different levels of
annotation.
For Bulgarian these versions (differently encoded documents) are:

e Original text — Bulgarian translation of G. Orwell’s novel “1984”, includes 86020 words
(lexical items, excluding punctuation), 101173 tokens (words and punctuations);

e CesDOC-encoding of the Bulgarian text of the novel (SGML mark-up of the text up to the
sentence-level), includes 1322 paragraphs, 6682 sentences;

e CesANA-encoding, containing word-level morpho-syntactic mark-up (undisambiguated
lexical information for 156002 words, 156002 occurrences of MSD, and disambiguated
lexical information for the 86020 words of the novel);

e CesAlign-encoding: Bulgarian-English aligned texts, containing links to the aligned
sentences.
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The software tools, with which the below-mentioned encoded documents were carried out, were
developed within the MULTEXT project, but the data input came from MTE language-specific
resources.

To arrive at the tokenised and tagged document (for example, G. Orwell’s “1984” in Bulgarian) the
following steps have been performed:

1. cesDoc version has been simplified and converted to cesAna encoding;

2. the text (the result of step 1) was tokenized,

3. the tokens (the result of step 2) were annotated with lexical (ambiguous MSDs) lemmas and tags;
4. lexical information was disambiguated.

At first, the Bulgarian translation of G. Orwell’s “1984” was segmented by means of the segmenter
MTSeg — a tokenizer. The segmenter MTSeg is a language-independent and configurable processor
used to tokenize input text, given in one of the three possible formats: plain text, a normalized SGML
form (nSGML) as output by another MULTEXT tool (MTSgmlQl), or a tabular format (also specific
to MULTEXT processing chain). The output of the segmenter is a tokenized form of the input text,
with paragraph and sentence boundaries marked-up. Punctuation, lexical items, numbers and several
alphanumeric sequences (such as dates and hours) are annotated with various tags out of a hierarchy
class structured tag set. The language specific behavior of the segmenter is driven by several language
resources (abbreviations, compounds, split words, etc.), incl. segmentation rules and special tokens.

To explain the structure of the final documents, first consider a fragment of the Bulgarian cesDoc Orwell:

<p id="Obg.1.1.2">

<s1id="Obg.1.1.2.10">TloptpeTsT Oc HApHCYBaH TaKa, Ye OYUTE Ja TC CICIBAT, HAKBICTO U J]a CE OOBPHEIIL </s>

<"/.p>

At the S (Sentence) level the documents have been tokenised according the lexical resources of the
language and are encoded as TOKen elements. Tokens are either ‘“normal” words, compounds,
separable parts of words (“clitics”), or punctuation marks. They are distinguished by the value of the
token's TYPE attribute. WORD is the values used for words, and PUNCT for punctuation marks. The
word or punctuation mark is contained in the ORTH element. The punctuation tokens are annotated

with (unambiguous) corpus tags, which identical across the languages of MULTEXT-East.
The following example illustrates this markup:

<par from="0bg.1.1.1”>
<s from="0Obg.1.1.2.10">
<tok type=WORD><orth>ITopTpersT</orth></tok>
<tok type=WORD><orth>6e</orth></tok>
<tok type=WORD><orth>napucyBan</orth></tok>
<tok type=WORD><orth> raka </orth></tok>
<tok type=PUNCT><orth>,</orth><ctag>COMMA</ctag></tok>
<tok type=WORD><orth>4ye</orth></tok>
<tok type=WORD><orth>ounre</orth></tok>
<tok type=WORD><orth>na</orth></tok>
<tok type=WORD><orth>t1e</orth></tok>
<tok type=WORD><orth>cnensar</orth></tok>
<tok type=PUNCT><orth>,</orth><ctag>COMMA</ctag></tok>
<tok type=WORD><orth>naksaero</orth></tok>
<tok type=WORD><orth>u</orth></tok>
<tok type=WORD><orth>na</orth></tok>
<tok type=WORD><orth>ce</orth></tok>
<tok type=WORD><orth>00nprem</orth></tok>
<tok type=PUNCT><orth>.</orth><ctag>PERIOD</ctag></ctag>
</tok>
</s>
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When the input text was segmented, the next tool - MTLex (from MULTEXT tools) — was used:
a dictionary look-up procedure assigns to each lexical token all its possible morpho-syntactic
descriptors (MSDs). Corresponding lines for morphosyntactic annotation of the Bulgarian phrase
“noptperst 0e” in output of MTLex (in English “picture was” — from the tenth sentence of the
“1984”: “It was one of those pictures which are so contrived that the eyes follow you about when you
move.”) are:

1.1.2.10\1 TOK IToptpersT moptpeT\NcmsfANCMS-F
1.1.2.10\11' TOK 6e 6e\Qgs\QGS|cpm\Vaia2s\VAIA2S|cpm\Vaia3s\VAIA3S

At the next step the text was tokenized. The word tokens are annotated both with ambiguous
lexical information (in the <lex> elements of the token), and with disambiguated, context-dependent,
information (in the <disamb> element(s)). Both elements contain the <base> (lemma) of the token, its
morphosyntactic description <msd>, and its language depended corpus tag — <ctag> — as illustrated in
the following example, the tenth sentence of the Bulgarian translation of “1984” — Ilopmpemwvm 6e
HApucysan maxa, ye ouume 0a me ciedsam, Hakvoemo u oa ce obwvprewt. (In English: It was one of
those pictures which are so contrived that the eyes follow you about when you move.).

<par from="Obg.1.1.1">
<s from='Obg.1.1.2.10™>
<tok type=WORD from='Obg.1.1.2.10\1">
<orth>IToprperbT</orth>
<disamb><base>mnoptper</base><ctag>NCMS-F</ctag></disamb>
<lex><base>moptpeTr</base><msd>Ncms-f</msd><ctag>NCMS-F</ctag></lex>
</tok>
<tok type=WORD from="Obg.1.1.2.10\11">
<orth>6e</orth>
<disamb><base>crM</base><ctag>V AIA3S</ctag></disamb>
<lex><base>0e</base><msd>Qgs</msd><ctag>QG</ctag></lex>
<lex><base>cpMm</base><msd>Vaia2s</msd><ctag>VAIA2S</ctag></lex>
<lex><base>cpM</base><msd>Vaia3s</msd><ctag>VAIA3S</ctag></lex>
</tok>
<tok type=WORD from="Obg.1.1.2.10\14">
<orth>napucyBan</orth>
<disamb><base>HapucyBam</base><ctag>VMPS-SM</ctag></disamb>
<lex><base>Hapucypam</base><msd>Vmps-smp-n</msd><ctag>VMPS-SM</ctag></lex>
</tok>
<tok type=WORD from='Obg.1.1.2.10\24">
<orth>raka</orth>
<disamb><base>taka</base><ctag>QG</ctag></disamb>
<lex><base>Taka</base><msd>Qgs</msd><ctag>QG</ctag></lex>
<lex><base>Taka</base><msd>Rg</msd><ctag>RG</ctag></lex>
</tok>
<tok type=PUNCT from='Obg.1.1.2.10\28">
<orth>,</orth>
<ctag>COMMA</ctag>
</tok>
<tok type=WORD from='Obg.1.1.2.10\30">
<orth>&chcy;&iecy;</orth>
<disamb><base>ue</base><ctag>QG</ctag></disamb>
<lex><base>ue</base><msd>Ccs</msd><ctag>CC</ctag></lex>
<lex><base>ge</base><msd>Css</msd><ctag>CS</ctag></lex>
<lex><base>ue</base><msd>Qgs</msd><ctag>QG</ctag></lex>
</tok>
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<tok type=WORD from="Obg.1.1.2.10\33">
<orth>ounre</orth>
<disamb><base>oko</base><ctag>NCNP-Y </ctag></disamb>
<lex><base>oxo</base><msd>Ncnp-y</msd><ctag>NCNP-Y </ctag></lex>
</tok>
<tok type=WORD from="Obg.1.1.2.10\39">
<orth>na</orth>
<disamb><base>ma</base><ctag>QV</ctag></disamb>
<lex><base>na</base><msd>Ccs</msd><ctag>CC</ctag></lex>
<lex><base>na</base><msd>Qgs</msd><ctag>QG</ctag></lex>
<lex><base>na</base><msd>Qvs</msd><ctag>QV</ctag></lex>
</tok>
<tok type=WORD from="Obg.1.1.2.10\42">
<orth>te</orth>
<disamb><base>Tu</base><ctag>PP2</ctag></disamb>
<lex><base>Tu</base><msd>Pp2-sa--y</msd><ctag>PP2</ctag></lex>
<lex><base>Te</base><msd>Pp3-pn</msd><ctag>PP3</ctag></lex>
<lex><base>te</base><msd>Qgs</msd><ctag>QG</ctag></lex>
</tok>
<tok type=WORD from="Obg.1.1.2.10\45">
<orth>caensar</orth>
<disamb><base>cnenBam</base><ctag>VMIP3P</ctag></disamb>
<lex><base>cneasam</base><msd>Vmip3p</msd><ctag>VMIP3P</ctag></lex>
</tok>
<tok type=PUNCT from='Obg.1.1.2.10\52">
<orth>,</orth>
<ctag>COMMA</ctag>
</tok>
<tok type=WORD class=COMP from='Obg.1.1.2.10\55">
<orth>Hakbaero u na</orth>
<disamb><base>Hnakbpaero_u_na</base><ctag>RG</ctag></disamb>
<lex><base> HakbpaeTo U _jaa </base><msd>Rg</msd><ctag>RG</ctag></lex>
</tok>
<tok type=WORD from="Obg.1.1.2.10\69">
<orth>ce</orth>
<disamb><base>ce</base><ctag>QV</ctag></disamb>
<lex><base>ce</base><msd>Px---a--yp</msd><ctag>PX</ctag></lex>
<lex><base>ce</base><msd>Qvs</msd><ctag>QV</ctag></lex>
</tok>
<tok type=WORD from="Obg.1.1.2.10\72">
<orth>o0bpuem</orth>
<disamb><base>00npHa</base><ctag>VMIP2S</ctag></disamb>
<lex><base>00bpHa</base><msd>Vmip2s</msd><ctag>VMIP2S</ctag></lex>
</tok>
<tok type=PUNCT from='Obg.1.1.2.10\79">
<orth>.</orth>
<ctag>PERIOD</ctag>
</tok>
</s>
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Conclusion

As the above examples show, the compatibility of digital resources in Slavic languages (corpora,
lexicons, mono-, bi- and multilingual dictionaries) can be achieved through carrying out two major
tasks:

e development of standardised and unified lexical descriptions for Slavic languages to annotate
texts and word-forms in corpora; lexicon lines; dictionary entries, headwords, etc.,

e use of language-independent programming tools for processing of annotated in such manner
language resources.

The grid technologies give us possibilities to:

e transfer and exchange tools and high-volume data (such as digital corpora and dictionaries)
e process in parallel unified data in different Slavic languages by same tools.

The usage of Slavic language resources annotated with standardised and unified lexical
descriptions, and the possibilities offered by grid technologies will help linguists in their work to
produce new bi- and multilingual Slavic lexical resources and to offer them to the research, education,
business communities and to the wide public.
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Abstract

Integral multilingual lexicography is considered in the context of the International FP7 project,
Conceptual Modelling of Networking of Centres for High-Quality Research in Slavic Lexicography
and Their Digital Resources. The relationship between the grammar and lexicographical type of the
language system description is analyzed. A tool is proposed to construct a virtual lexicographical
laboratory aimed at implementing the project.

Keywords: integrity, multilingual lexicography, linguistic picture of the world, language system

Preface

At the present time we witness two scientific and technical revolutions simultaneously: a digital
one and the one related to communication. In a foreseable future we can expect the world of
communications and digital technologies to become a mirror of the evolutional paradigm of the
modern civilization — such a prospect looks more and more actual because there is a mechanism of
information-energy transformations® making the natural-science foundation of the information society
and the knowledge society. It is possible to make a certain futurological forecast: if some methods to
connect the information-technological evolution of human society and the biological evolution of
matter are invented, i.e. if these two lines of evolution meet at some stage (note that the contemporary
development of genetic engineering, microelectronics, nano-technologies, neurophysiology and
cognitive science makes this scenario even more substantiated) — then the appearance of a new form of
reasonable life to integrate biological and technotronic substance in a united cognitive organism can be
considered quite probable.

However, such a futurology can be upset by a specific “limitation of the integrity” of the world
information system connected with the human multilinguism. Indeed the segmentation of the
information space into separate language segments (and therefore, into separate pictures of the
universe) is an established fact, while the contemporary technologies of interlingual communication
are still very far from being perfect and are incapable to overcome the “Babylonian syndrome” caused
with the simultaneous active operation of tens and hundreds of human languages that strongly differ
from each other in both their constructions and information statuses. Thus, a question of interlingual
adaptation rather unexpectedly takes a different turn and changes its perception in the context of the
civilizational shifts of nowadays, and as a result, linguistic problems, or to be more precise, questions
of the development of linguistic technology are moving from the periphery to the focal point of
scientific and technical development.

From the above we can conclude the necessity of purposeful fundamental studies of the
language system in order to obtain results ready for implementation into highly effective intellectual
language technologies. As the applied technological aspects are the top priority for the modern
linguistic studies, a lexicographical description of the language system becomes especially important.
Indeed, the effectiveness of linguistic technologies depends finally on the quantitative and qualitative
parameters of the lexicographic description of units, relations and levels of language those
technologies are based on. And if we take into account the importance of finding a solution to the
problem of multilinguism in the global information medium then we quite sensibly come up to the task
of integration of the lexicographical descriptions for all the languages, i.e., the compiling of a
dictionary for the entire mankind, a unique Summa lexicographiae.

' The study and preparation of these results have received funding from the EC's Seventh Framework Programme

[FP7/2007-2013] under grant agreement 211938 MONDILEX.
% This mechanism is described in (ILlupoxos 1996). It is applied to substantiate the principles of functioning of the
information society in (ILlupokor 1996a, 1998, 2004, 2004a).
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It is clear that at the moment this task looks somewhat fantastic since any complete
lexicographical description does not exist even for one separate language now. However, this does not
mean that such tasks — at least theoretically — should not be set at all. We are convinced that general
statements of problems stimulate elaboration of general theoretical approaches, methods and concepts.

On a practical plane the given problem has arisen for us in connection with the commencement
in 2008 of an international linguistic project in the seventh frame program of scientific studies by the
European Union FP73, with the purpose to create a united lexicographical system for a number of
Slavic languages (Bulgarian, Polish, Russian, Slovak, Slovenian and Ukrainian). We think that the
following stage of the project should embrace all the Slavic languages. Thus a basic system for the
All-Slavic linguistic dialogue would be founded.

1. What approaches to the solution of this problem do we consider to be realistic?

To answer this question let us turn to the experience of the Ukrainian Lingual- Information
Fund, National Academy of the Sciences (NAS) of Ukraine regarding the creation of the National
Lexical Base of Ukraine. In our institution during a relatively short period of time (approximately 15
years) a theory of the computer lexicographical systems (L-systems) has been developed and a series
of such systems fundamental for the Ukrainian lexicography concerning their status, functionalities
and exhaustiveness of the language material involved have been created. These L- systems, according
to the nature of systems engineering, are instrumental, i.e. they are oriented to the support of the
compiling of new lexicographical works. Among these L-systems we can mention the grammatical
system of Ukrainian and Russian languages, the system for the composition of intelligent,
etymological, synonymous, phraseological dictionaries and some others. The L-systems mentioned
above were created by investigating the structures of the fundamental traditional dictionaries, first of
all, Ukrainian4 ones, on the basis of the information theory of lexicographical systems we had
developed (ILlmpoxoB 1996a, 1998, 2004). The application of the given theory to the study of the
structures of traditional lexicographical objects enabled us not only to find new types of regularities in
the Ukrainian language system5, but also to create an effective computer technology aimed at the
development of large lexicographical projects (Illupoxos 1996a, 1998, 2004, 2004a; PycaniBchkuii,
IHupokos 2002). This application made it possible, in particular, to compile a 20-volume explanatory
dictionary of the Ukrainian language actually within five years. In this case the most effective modes
of use of this technology were experimentally determined. Particularly, the lexicographers work
immediately with the computer system to use all the advantages of the new information-
lexicographical resources (among them the own resources of the Ukrainian lingual-information fund —
a corpus which amounts to more than 58 million word usages (ILlupokos u ap. 2002a) and numerous
computer dictionaries) as well as the lingual resources of the Internet. The characteristic feature of
systems engineering in this technology is its orientation to the functioning in the network mode which
in principle permits for the dictionary compilers — linguists from different institutions or even
countries — to work simultaneously at the development of common lexicographical projects. This
technology was named the “Virtual Lexicographical Laboratory”. At present, besides the already
mentioned L-system of the Dictionary of Ukrainian Language, we should mention the following L-
systems ready to operate in the mode of the Virtual Lexicographical Laboratory ([VLL]): grammatical
dictionaries for a number of languages (Ukrainian, Russian, English, German, French, Spanish,
Turkish and, partially, Polish), explanatory dictionaries (Russian and Turkish languages), dictionaries
of synonyms (Ukrainian and Russian languages), the etymological dictionary of Ukrainian language.
Furthermore, a technology of the computer-aided transfer of hard-copy lexicographical works into
computer L-systems with their subsequent integration into the VLL-structures is being worked out.
One should note, however, that the practical application of the VLL-ideology to implementation of

Project acronym: MONDILEX. Project full title: Conceptual Modelling of Networking of Centres for High-Quality
Research in Slavic Lexicography and Their Digital Resources. Grant agreement no.: 211938.

Dictionaries: Explanatory Dictionary of Ukrainian language in 11 volumes, Etymological Dictionary of Ukrainian language
in 7 volumes (5 volumes are already printed, vol. 6 — in print, vol. 7 in edition), Dictionary of Synonyms of Ukrainian
language, Phraseological Dictionary of Ukrainian language.

Shirokov V.A. New classification of Ukrainian verbs // Collected papers Actual problems of Ukrainian linguistics: theory
and practice. 2003. — issue VIII. — P.113-125. Latent symmetry of lexicographical system of Dictionary of Ukrainian
Language (in print).
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international lexicographical projects is still impossible without finding solutions to a number of
problems — both organizational and engineering as well as pure linguistic ones.

2. To illustrate the latter point let us dwell on the problem of the integral lexicographical
description of the language system. Theoretically it is, in our opinion, most deeply developed in the
works of Yu. D. Apresyan and other scholars of the Moscow semantic school (Ampecsa 1995,
Amnpecsa u ap. 2006). Its basic features are as follows: orientation to the reconstruction of the
language picture of the world, the principle of integrated lexicographic representation® (we shall call it
the principle of linguistic integrity (LI)), the concept of lexeme and its integral lexicographical idea,
the concept of lexicographical type.

The definition of the integral lexicographical description by Yu.D.Apresyan implies the
requirement for lexicographical representation of different ethnically specific language pictures of the
world as well as different realizations of the LI principle, specific for each language. The picture of the
integral lexicographical description of the language system is, in fact, still more complicated what
follows from the analysis of interaction of the grammatical and lexicographical description in the
language system. Linguistics has long ago affirmed the opinion that the basic description of any
language composes of a vocabulary and a grammar, although they function differently and deal with
different objects: in the vocabulary the units of language are described traditionally while in the
grammar rules for their variation and combination are formulated to make morphology and syntax as
commonly understood. Vocabulary and grammar in the above sense present an opposition and
simultaneously supplement each other to compose a complete pattern of the lexicographical
description. Its effectiveness depends on the interconsistency between lexicographical and
grammatical components. It means that, on the one hand, charasteristics referred to in the rules of the
grammar should be explicitly ascribed to units of lexicographical description in the dictionary, and on
the other hand, the grammar must describe (as far as possible) all types of language units’ peculiarities
that the dictionary does not take into account. Otherwise, the dictionary and the grammar cannot
effectively interact and offer a correct and inherently coordinated description of the language system.

Thus, an ideal linguistic description conforming to the above conditions should be systemically
integrated to unite both methods of description of the language system — lexicographical and
grammatical ones — although the provision of integrity, i.e. a comprehensive, multi-level and multi-
aspect description of the language, quite natural as it is, turns to be theoretical and does not have a
simple realization.

At the same time it seems this provision is indeed a consequence of some more general and
fundamental principle or it does have a deeper phenomenological nature. This is confirmed with the
fact of two vocabularies, non-terminal and terminal ones, present in the definition both of the concept
and the construction of formal grammars. Consequently, a formal grammar must contain at least two
lexicographic objects and cannot function without them at all. On the other hand, the theory of
lexicographic systems used by us as a formal basis of the lexicographical description of language and
presenting a far advanced generalization of the concept of vocabulary, has in its structure some
compulsory elements and meanings naturally interpreted as grammatical ones. Therefore, here we can
say about grammar as a natural and compulsory structural element of the lexicographical system. We
can affirm that both types of description of the language system — grammatical and lexicographical
ones — prove to be complementary according to N. Bohr, and therefore a theoretical scheme should
exist to join both types mentioned in a united conceptual object. We consider that the theory of
semantic states whose initial principles are developed in the works (ILlupokos 1996a, 2004, 2005,
2005a, Pycaniscrkuit, [llnpoxos 2002) could be regarded as such a conceptual diagram.

At the same time the grammatical and lexicographical description of language — each of them —
is integrated by its nature and must present the appropriate, specific integrated medium in which
different levels, units, relations of language etc. are represented. An integral vocabulary and an
integral grammar in theory must give an interpretation not only of the separate, specially chosen and

6 According to the principle of integrity by Yu.D.Apresyan, when formulating a certain rule of the language the grammatist
should deal with the whole set of the language lexemes and take into account all those lexemes submitted to the rule if
their special feature is not fixed explicitly in the dictionary entry. Sometimes it makes it necessary to include the
information about some distinct lexemes immediately into the rules. However, when describing just another lexeme the
lexicographer should deal with the whole set of the language rules and ascribe to the lexeme all the characteristics
mentioned in the rules; sometimes it necessitates the inclusion of the information about the rules into the dictionary entries.
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prepared elements of the language system, but also contain some adequate tools to process integral
objects of language (texts). In our opinion, a universal conceptual means for mapping of this situation
is the lexicographical effect in the information systems, the concept we have formulated in a number
of works ((Ilupokos 1996, 1996a, 1998)). It explains the mechanism to generate a system of discrete
units for each relatively stable, systemically defined level of the perception of the language substance.
The patterns of the integration of different grammatical and lexicographical systems can strongly
differ. Let us give one of them, maybe the simplest. Let us designate by the symbol
G ={A; B; VN; VT} (1)
a certain formal grammar; in this formula, as always, the symbol 4 designates the class of the initial
elements (axioms) of grammar, B — the set of the basic rules, and Vy and V7 — non-terminal and
terminal vocabularies, respectively. By the symbol
V= {V(I°(D)), A(I°(D)), PI°(D)), B, o[p], F, C, H} )
we designate in following (ILlupokos 2004) a certain elementary L-system, where /°(D) — a class of
elementary information units in respect of the lexicographical effect Q over D; A(I°(D)= FV(I°(D))
and P(I°(D))=CV(I°(D)) — elements of formal and substantial parts of the lexicographical description
V(I2(D)), respectively; f and o/f] represent the microstructure of the L-system; operator H carries out
the connection between AI2(D) and P(I°(D).
The scheme of the integrated grammatico-lexicographical description consists in the consequent
interpretation of the operators F, C, H as certain grammars (G-systems), and lexicographical elements
Vy and Vr— as certain L-systems:

V= {V(I°(D)), A(I°(D)), P(I°(D)), B, 5[], F, C, H}

GF={AF: BF: VFy; VFr}  GC={AC: BC: VCy; VCy}} GH={AH; BH; VHy; VHy}

A%
WA AN AL

GG GG GG G GGG G G G GG GGG

The Ukrainian Lingua-Information Fund has acquired specific, technologically verified
experience in developing integrated lexicographical systems, in particular the integrated
lexicographical system “Dictionaries of Ukraine” (Palagin et al. 2000) that unites the relations of word
declination, transcription, phraseology, synonymy and antonymy for the Ukrainian language. It has
been developed and will be released as an industrial product within several years. This experience
enables us to make a carefully optimistic conclusion as to the theory of lexicographical systems and
the theory of semantic states having a sufficient potential to construct integrated grammar-
lexicographical objects (we will henceforth call them GL-systems) actually unlimited in volume and
complexity.

3. Let us dwell at some general methodological observations concerning the principles of the
simulation of the language system. The first question to appear when formulating these principles, is a
question about the objects of simulation, namely: what are the objects of language and what, strictly,
we intend to simulate. As a starting point we take the assertion regarding the fact that the language’s
own objects are some specific psychophysical states of the human thought-speech apparatus and
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processes going on in it, while the oral and writing forms of the language serve as elements of the
infrastructure of the language process. Both the abovementioned psychophysical states and processes
and their infrastructure are to be described and simulated. Proceeding from this principle we will try to
explain their role in the processes of the simulation of language.

It is obvious that the thought-speech process is integrated in itself since it contains both the
language and the mental components. It is realized in the thought-speech apparatus in the form of a
dynamic system of the interdependent reflexes, content and nature of which are investigated, for
example, in the book by V.M. Bekhterev (bexteper 1991) that has not lost its great value until now.
According to V.M. Bekhterev’s theory one of the so-called combined reflexes proceeding in human
brain is the natural language. In this connection, we consider the separation of language processes
from mental ones accepted by many linguists as well as attempts to study language “in itself” to be an
unjustified and methodologically incorrect simplification. The language system should be regarded as
an open one that permits a considerable expansion of both its phenomenological basis and the
corresponding conceptual apparatus.

The oral and written forms of language in this sense play the part of models of thought-speech
processes and at the same time of a communicative medium for them. Accepting such a factorization it
is possible to assert that they present the language periphery. We must warn, however, against a
possible underestimation of infrastructural components of language which can arise because we
consider psychophysical states and processes of the thought-speech apparatus to be “basic”, primary
language objects. The point is that contemporary data attest to the fact that language is not an innate
property of human being. The capability for language alone is innate. But the process of the
“installation” of language in human inevitably requires the availability of such infrastructural elements
as the so-called “external” language and the “egocentric” language that function even at the early
stages of the phylogenetic development of the language system in child and come to an end with the
formation of the “internal” language in him/her to crown the process of creating a full-blooded
language apparatus (ILlupokos, [llupokor 1996). Thus, the language periphery is an inherent element
of the language system. Furthermore, it ensures the openness of the language system.

4. It should, however, be noted that the approach described in 2 is realized (and not more than in
a few examples) within the limits of one language only. If we speak about the necessity of creating an
integrated GL-system to describe several languages, then a set of additional problems emerges. Let us
give the overall diagram of the construction of the bilingual GL-system we shall use to try to model
the problems of the integral linguistic description of multilingualism.

A General Structural Diagram of the Integral Bilingual GL-System

I 2

L' L,
L, Ly’
L, @ L, | e—> Vier e 2 @ 3

1 1 2 2
L4 Ls L4 Ls
A A
v v
1LC ) | [121LC [ » 2LC
In this diagram we have used the following designations: L,', L,' , ... — GL-systems in the
language 1; L,%, L,>, ... — GL-systems in the language 2; @ — operation of the integration of the GL-

27



systems; Vg — GL-system — interface between 1 and 2; 1 LC, 2 LC, [12] LC — linguistic corpora in
the languages 1,2 and the parallel corpus (1,2). The construction of the integrated GL-system in every
language is standard and if having restructured the integrated GL-systems showed on the diagram in
the squares 1 and 2 has the following structure:

L1 - F1 D Al le——

Here the symbol A designates the lexical subsystem of the respective language (for instance, the
language 1) chosen as an integrating one for the functional subsystem F that in its turn unites the
functions of phonetical, morphonological, semantic, phraseological, etymological and other kinds of
description for each language. The double arrow shows the connection with the interface subsystem
Vie2 that joins together the integrated GL-systems of the languages 1 and 2 organized in the same
way. The respective linguistic corpora (1 LC, 2 LC, [12] LC) serve as a source to compile elements of
the integrated system with the help of the experimental language material.

The construction of the interface subsystem V., is especially important for the functioning of
the bilingual GL-systems. Its principal feature is a symmetric property, i.e. a symmetry between the
entry and the exit of the Vi,. It means that if the entry element x in the language 1 returns the
element y in the language 2 we without fail get the element x when choosing the element y as an entry.
The symmetry of the interface can be ensured in using the operator of symmetrization, for instance, in
such a way:

Vie2=S[Vi2] = Vo @V, =V, - V@ V, 5V,

where the symbol Vi, (V; = V,) designates the bilingual dictionary directed from the language 1 to
the language 2, V,; (V2 >V;) — the dictionary directed from the language 2 to the language 1; © —
operation of integration, S [V,,] symmertical L-system between the languages 1 and 2. Similarly, the
symmetrization of the GL-systems is carried out. Noteworthy, a generalization of this scheme over
three and more languages is by no means a trivial operation. For example, in the case of three
languages at least two schemes of symmetrization, each of them not at all simple in realization, can be
proposed:

1. S[V123]: S[VIZ] @S[V23] ® S[V31]:
=Vp@Vy @V @V @ Vi3 @ V=
=V,—> Vz@ V.-V, @ V> V; @ V3 —>V2® ®V3 —> V1® Vi—>V;

S[Vin] = S[Vp(IZS)]
p(123) any rearrangement of symbols 1, 2, 3.

and

V1 e d Vz @ Vz —)Vl
2.8"[Vi] = y 4 1
V3 -V, @ V, —)V3

For a greater number of languages the situation is getting even more complicated. Therefore, in our
case when 6 languages are the object of operation from the very beginning a scheme of the interaction
of two languages is the only possible. As we have 15 different pairs, for the project to carry out it is
necessary to create 15 interface systems S [Vj;], 1<1 <j < 6. Simultaneously, computer instruments for
creating the integrated GL-systems in every language involved in the project are to be formed and
schemes and methods of their network interaction worked out. In such a way 15 virtual

28



lexicographical laboratories are to be made, each of them embracing a certain pair of languages. As a
result, each of the participant institutions of the project would maintain the functioning of five VLLs
(obviously, in cooperation with each of its VLL-partners). In a diagram form, the mechanism can be
presented as follows:

VL(i,j) <ilLi; ¢

A\ 4

VLL

A
A 4

<j ‘ Li(—)j

where the symbol VL(i,j) designates the VLL to unite the languages i u j , and respectively institutions
i u j connected with the VLL engineering. Thus, a virtual linguistic medium will be created. In it every
participant will be connected to the remaining five partners through the VLL instruments for carrying
out its respective task. Besides, every participant of the project will get the information access to each
of those VLLs any other pair of participants is taking part in as well as will be able to estimate at any
time the state of the project and the progress in its realization thanks to the common information-
reference system.
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Abstract

A universal dictionary of concepts, developed as a part of the ongoing effort to create a semantic
intermediary language for global information exchange, is presented. The article describes basic
principles and contents of the dictionary and outlines the current state of the project. The dictionary
can evolve into an open and freely available language-independent resource with many potential
applications. For example, the extensible dictionary of concepts can serve as a pivot to uniformly
record and link meanings of words of different languages and facilitate creation of bi- and
multilingual dictionaries. Another possible use is word sense markup of corpora. It could bring rich
extra benefits due to the fact that the same set of concepts is going to be linked with major world
languages including Russian, English, Spanish etc. and supported by multiple text analysis tools.
There is a possibility of cooperation and exchange between this dictionary project and other projects,
which could enhance the output and eventually spare a lot of parallel effort.

Keywords: Universal Networking Language, universal dictionary of concepts, universal word,
ontological structure, argument structure, semantic web, conceptual network

1. Introduction

This article is dedicated to the creation of a new linguistic resource — the Universal Dictionary of
Concepts (UDC), also known as the UNL Dictionary. It is a part of a broader international effort to
develop a semantic intermediary language named the Universal Networking Language (UNL)
(Boguslavsky et al., 2005; Iraola, 2003). Although the dictionary is closely associated with the UNL
language, it has considerable value of its own and can be used as a standalone resource for different
scientific and practical tasks not related with UNL.

1.1. What is UNL?

UNL is an artificial language for global information exchange in computer networks
(http://www.undl.org). Unlike Esperanto, it is not a language for direct oral communication, but a
formal way to record the meaning of a natural language text. The goal of the UNL project is to
produce a worldwide standard for language-neutral storage and exchange of textual information in
multilingual environment. A document written in UNL can be automatically deconverted into a text
in any language. Traditional automatic translation systems often fail to produce correct translation
because of inherent ambiguity of the source natural language. UNL offers a possibility to edit the
intermediate representation of text and/or interactively guide an enconversion system to achieve
practically unambiguous representation of the source text. When used as a pivot, it ensures that the
meaning of the document is always adequately expressed. UNL is a powerful tool to capture the
meaning of a text and preserve it through translation and linguistic processing. It is also well suited
for precise search, knowledge extraction, and Al applications.

! The study and preparation of these results have received funding from the EC's Seventh Framework Programme
[FP7/2007-2013] under grant agreement 211938 MONDILEX. The authors are also grateful to the Russian Foundation of
Basic Research for partially supporting this research (grant No. 08-06-00367).
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The UNL project offers much more than the dictionary. Other linguistic resources include
specifications of the language and multiple software tools, which provide translation to UNL
(conversion) and from UNL (deconversion) into different languages of the world. There are several
groups of linguists and computer scientists participating in the UNL project and supporting different
natural languages. Such groups work in Russia (English, Russian), Spain (Spanish), France (French),
Egypt (Arabic), India (Hindi, Marathi, Urdu), Brazil (Portuguese) and several other countries.

1.2. UNL Representation of Text

The UNL representation of a text is a semantic hypergraph. It consists of nodes linked with
semantic role relations and embellished with attributes, which convey various grammatical meanings
and attitudes of the author. A node can contain either a single lexical unit of UNL or another graph,
as shown in Figure 1. The latter type is known as hypernodes.

pae

Fig.1. A possible structure of a UNL graph

The basic lexical units of UNL are called universal words (UW). Each UW stands for one single
concept.

Although, the principal elements of UNL graphs (UWs, relations and attributes) are technically
different in form and function, all of them are just different ways to represent semantic concepts. In
some cases it is even possible to choose between using an UW or an attribute, e.g. to express a modal
meaning, or prepositional UW and a relation, e.g. for space and time circumstantials. For example,
the UW to(icl>how,plt<uw,obj>thing) is equivalent to the relation plt (target place) and
allow(icl>do,equ>permit,agt>volitional_thing,obj>uw,ben>volitional thing) can be an equivalent
of the modal attribute of permission. Thus, a UNL graph can be viewed as a pure set of
interconnected concepts.

2. Concepts

The concepts of UNL represented in the Universal Dictionary of Concepts are equivalent to the
word senses commonly distinguished by explanatory dictionaries. For example, according to the
Merriam-Webster, Collins Cobuild, Oxford and other dictionaries of the English language the word
baby can be used to express the following five concepts:

a human child,

a cub of a mammal animal,

an attractive girl,

a childish person,

a favorite thing, idea or project.

Each of them is a separate lexical unit in UNL and has a unique identifier (UW). This may seem
simple enough, but in fact it is not.

If we take several explanatory dictionaries of the same language, it becomes obvious that there is
no unity between the authors in how many senses each word really has and how to define them. As
of today, there is simply no exact scientific method to draw borders between different concepts
pertaining to the same word of a natural language. The only guide here is common lexicographic
practice and practical need to distinguish between different ideas, objects and phenomena of the real
world. Therefore, a concept is a word sense ascribed to a natural language word in a set of typical
contexts.
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It is possible to argue that the concepts from the example above are not elementary and should be
viewed as compositional constructs containing simpler elements, e.g. "baby of a human", "baby of an
animal”, "woman whom I treat as gently as a baby", etc. UNL does not follow this approach and
refrains from any attempts to decompose the word senses into smaller semantic units. There are both
practical and theoretical reasons for this decision. An essential goal of UNL is to provide a simple
and easy to understand and edit representation of the text meaning. Disassembling of every word into
a plethora of primitives does not help to achieve it. From a theoretical point of view UNL is a
shallow semantic language, which presupposes the possibility of deeper (more detailed) semantic
analysis in accordance with the principles of stratification and compositionality. The notion of
concepts adopted by UNL and UDC fits well with the lexicographic tradition and facilitates the reuse
of data already collected in explanatory dictionaries, thesauri and wordnets.

3. Universal Dictionary of Concepts

UDC describes the inventory of concepts used by UNL and serves as the authoritative and
exhaustive lexicon of that language. A UW which is not present in UDC should not be used. Any
new UW must be submitted to the dictionary. This is an important point for maintaining the lexical
compatibility of UNL documents and software tools for automatic translation into natural languages.

3.1. Highlighted Features

- The Universal Dictionary of concepts strives to include and integrate conceptual lexicons of all
natural languages.

- The dictionary is characterized by total absence of polysemy.

- Each concept is represented by a universal word (UW). Normally, there should be only one UW
per concept.

- The dictionary does not tolerate homonymy, i.e. when one UW is used to express several different
concepts.

- The dictionary does not provide any kind of grammatical or morphological information for the
simple reason that there is no use for it in UNL.

- All concepts are derived from natural languages. None of them may be invented artificially and
the existence of each concept must be justified by some practical need or supported by
lexicographic evidence in some natural language. A small number of special abstract concepts,
such as uw, thing(icl>uw), abstract thing(ic[>thing), etc. have to be privileged because of
internal needs.

- If'the dictionary lacks a concept, a new UW can be created on demand.

- The dictionary is more than a simple list. It organizes the concepts into a complex semantic
network. The structure of this network is outlined in section 5.2.

3.2. Bringing All Tongues Together

It is a common linguistic fact that each natural language has its own unique set of concepts and
there are concepts which are specific to certain languages. In fact, we should not expect that concepts
which are truly identical for several languages will constitute the majority. Even very common facts
and notions can be treated differently by other languages. For example, the English general concept
of "grandmother"” (the mother of one of the parents) does not exist in Swedish. Instead, two different
words and concepts are used: "mormor"” (the mother's mother) and "farmor" (the father's mother).
UDC will include all three concepts and many more.

In order to be able to record all natural languages accurately the Universal Dictionary of Concepts
should grow into the “Summa Lexicographica” of the human kind. This is an immense challenge,
which no single group of linguists can meet. The Universal Dictionary can never be considered
complete and can grow forever, because the scientific and cultural progress always adds new
concepts. However, a dictionary does not have to be complete in order to be usable. There is a
practical threshold where the number of registered concepts becomes sufficient for adequate
recording of most texts.
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4. Universal Words

This section provides only a brief overview of the UW format. More information and rules for
UW construction can be found in (Boguslavsky, manuscript).

Universal Words (UW) are used in the dictionary in order to represent the concepts
unambiguously. The inventor of the UW format H. Uchida made a lot of effort to achieve intuitive
understanding of the concepts on the basis of the UWs alone, without any additional explanation.
Nevertheless, most UWs are supplied with a short definition and an example (currently only in
English).

A UW consists of a headword and a list of constraints used to differentiate between different
concepts associated with the headword and provide additional information. A constraint consists of a
UNL relation and another UW, usually reduced to its headword. The general UW format is:

headword(relation>uw>uw,relation>uw.,...)

The headword is usually an English word.
cut(icl>wound>thing)
If the new concept is expressed by a phrase, the phrase becomes the headword. Spaces are
replaced with underscores.
morse_code(icl>code>thing,equ>morse)
If there is no corresponding word in English and the concept is a hyponym of some already
existing one, we should only change or add constraints. The first of the following three UWs stands

for a general concept of entering into a marriage. The other two are its hyponyms describing two
aspects of the action differentiated by some languages.

marry(icl>do,agt>person,obj>person)
marry(icl>do,agt>man,obj>woman) marry(icl>do,agt>woman,obj>man)

If the new concept is culture-specific and has no hypernym in English, we can use the native word
transliterated into Latin and supplement it with constraints that would link it with the nearest
commonly known class of objects.

tarator(icl>soup(icl>food)>matter)
lapot(icl>footwear>...equ>bast _sandal,com>russian_peasantry)

UW constraints convey only a minimal amount of information required for identification of
concepts. There are three types of constraints: ontological, semantic and argument.

Ontological constraints reflect the most important links between concepts: hypernymy (icl),
meronymy (pof), instantiation (iof).

tongue(icl>concrete_thing,pof>body)
madrid(iof>city)

Semantic constraints are used to show the difference between several concepts associated with
one headword: synonymy (equ), antonymy (ant), association (com).

ably(icl>how,equ>competently,ant>incompetently,com>able)

Argument constraints reflect the semantic frame of the concept: agent (agt), object (obj), second
object (cob), source (src).

buy(icl>get>do,agt>person,obj>thing,cob>thing src>thing)

More detailed information about the relations between UWs is going to be stored in the semantic
network of the Universal Dictionary of Concepts.
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5. Structure of the Dictionary

The Universal Dictionary of Concepts must include three principal components:
1. the repository of concepts, commonly referred to as the dictionary of UNL;
2. the network of relations between concepts, which is known as the UNL Knowledge Base
(UNLKB)?;
3. the local dictionaries, which link concepts with words of various natural languages.

5.1. Inventory of Concepts

The inventory of concepts is a collection of all concepts available in the dictionary and the UNL
language in the form of a flat list of UWSs. There is no distinction between UWs for concepts coming
from different languages. All concepts are equal as separate lexical units of UNL and listed
together.

In principle one concept should be represented by only one UW. However, it is hardly possible to
avoid a situation when several different UWs for the same concept appear. It may happen due to
technical and organizational reasons in a decentralized community and the dictionary must provide
adequate means to handle this situation.

The first and easiest case is when an already existing UW is modified in order to correct an error,
achieve better disambiguation or supply missing information. The old version of the UW cannot be
deleted immediately, because it can be used by existing UNL documents (or linked to by other
resources). Simple deletion would render such documents incompatible with the dictionary. Although
all UNL-related software tools must be able to process documents with unknown UWs, the
percentage of such UWs should not exceed the level when it starts to affect the quality of translation.
The dictionary has to support per-UW history of changes, allowing to trace any registered version of
the UW and prevent reintroduction of deprecated UWs in the same version of the dictionary.

The second source of different UWs for the same concept is the very nature of human language
and categorization processes. Each natural language contains a certain amount of exact synonyms
which may or may not drift apart with time, e.g. everyone and everybody in English. It is extremely
difficult to build a definitive list of them. Therefore, people will keep adding multiple UWs based on
such words even if the corresponding concept already has an UW.

Both processes effectively create groups of UWs resembling synsets used by the Wordnet family
of dictionaries. Such groups could be distinguished among all synonyms, viewed as close yet
different concepts.

5.2. Network of Concepts

The concepts create a semantic network linked by the relations of hypernymy, meronymy,
instantiation, synonymy, antonymy, association and various other relations describing argument
frames. The goal of the semantic network is to provide description of the links between concepts, that
exist in the human languages and minds, and make it as objective as possible.

The network of concepts consists of three separate structures formed by a) the ontological
relations, which link the concepts with different semantic classes, b) semantic relations, which reflect
similarity or contrast between concepts, and c¢) argument relations, which specify what classes of
concepts can fill argument slots of each concept.

5.2.1. Ontological Structure

The ontological structure consists of the icl (hypernymy), pof (meronymy) and iof (instantiation)
relations. They can be supplemented with some other types of relations, such as val (value of) and
scn (domain of).

2 In older UNL publications UNLKB can be referred to as the Master Entries dictionary. This name is related with the idea

of Master Definitions of UWs — an extended form of UWSs, which contains full set of relations with any other concepts.
Currently the master definitions are not used, but they can easily be derived from UNLKB.
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The icl and iof relations have a privileged status because it is obligatory for every UW to specify
at least one more general ontological class through these relations. A concept should be linked to all
classes, an immediate member of which the concept is. The result is a hierarchy of ontological
relations embedded into a network of other relations. Hypernymic classes are hierarchical by nature
and with certain approximation can be arranged in the form of a tree, although the real relations
between them can be more complex (see Figure 6). UDC offers a more robust and realistic way to
represent the relations between classes of concepts than a regular tree. The resulting base structure is
a hybrid one. It combines features of a tree and a network. The branches may split and later join, as
shown in Figure 2, yet there is a common root.

level 1

icl

icl

level 2

icl

Fig.2. Ontological structure

The abstract root class is named “uw” (any universal word) and divided into further abstract
classes of objects, attributes, actions, states, etc. It is possible to talk about different levels of the
ontological structure, but a concept in UDC may belong to more than one level or branch.

Ontological relations make it possible to trace the relative semantic volumes of concepts and find
more general terms if no direct translation is possible into the target language. For example: while
translating the Russian word swcerumocs, which means literally “fo acquire a wife” and has no exact
equivalent in English, we should replace it with the more general concept “fo become married”,
which has a straightforward translation.

5.2.2. Semantic Structure

The semantic structure has a different layout. It consists of the semantic relations equ
(synonymy), ant (antonymy) and com (association). The equ relation does not distinguish between
real and quasi-synonyms and can be supplemented with other technical means to mark sets of UWs
denoting the same concept. The semantic relations unite groups of concepts and do not form any
hierarchy. Therefore, the resulting structure is a pure decentralized network, as shown in Figure 3.

e

g a B

/ \

/ N

& \‘«v./

NS / 7
ant . .

equ ‘\. com

Fig.3. A fragment of semantic structure

/

There is no requirement for the semantic structure to be connected, unlike the ontological one. It
may consist of multiple isolated fragments.
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5.2.3. Argument Structure

The argument structure is a collection of argument relations, e.g. agt (agent), obj (object), ptn
(partner), ben (beneficiary), plt (target place), src (source), gol (resulting state), etc., connecting each
concept with an argument frame and general class concepts, which unite all specific concepts that
normally fill respective argument slots. In most cases the argument relations point to concepts which
belong to a relatively compact group of the most general ontological classes, which occupy the
topmost levels of the ontological structure (Figure 4).

Fig.4. Argument structure

All three structures link the same concepts and are superimposed on each other, forming the
network of concepts of UDC.

5.3. Local Dictionaries

Local dictionaries are optional parts of the Universal Dictionary. They are used to connect
concepts with the vocabularies of different natural languages. Each language should have a local
dictionary in order to be supported. The local dictionaries can be just flat lists enumerating pairs of
concepts and their translations into the target language. The natural language words may be supplied
with grammatic information.

A translation does not have to be one word. Some concepts represented by a single word in one
language may be translated into another by multiword phrases and abbreviations, e.g. senior pupil or
VIP.

However, not all concepts can be translated into all languages even descriptively. If there is a
need to translate such a concept, a nearest general term or a more specific one can be found via the
network of concepts. Figure 5 provides an example. It outlines relations between Russian (left) and
Bulgarian (right) words for pen, handle, knob, stem and tiller with UWs as a pivot. There is no direct
equivalent in Russian for the Bulgarian word opworcka in the sense of stem of a plant. The translation
must be chosen by tracing the ontological (icl) links between stem of a fruit and stem of a flower.
Additionally, there are two alternative Bulgarian translations for the concept pen.

— — _>| tiller(icl>lever>thing) %‘ - :
/

/
4| stem(icl>plant_organ>thing,com>fruit) idl //
Ve
7
NOAOHOXKa |stem(icI>pIant_organ>thing,equ>sta|k) {-—// —: ApPbXKa
/
f : icl 4
,|stem(|cI>pIant_organ>th|ng,com>ﬂower) / /7
7/ / /
LIBETOHOXKA | knob(icl>handle>thing) f/ 4
- , 7
~ ~
o /v| handle(icl>appendage>thing) T’/ P -

- - -~
- - —>| pen(icl>writing_implement>thing) F: - - = >

Fig.5. Concepts and possible links between some Russian and Bulgarian words
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6. Universal Dictionary of Concepts and Wordnet

The Universal Dictionary of Concepts is quite similar to the well-known Wordnet family of
dictionaries in many important aspects. Both have concepts as their basic units and define similar
relations between them. A lot of data have been imported from Princeton Wordnet (Bekios et al.,
2007). Even more information, including concepts and relations (Iraola 2003), can be imported from
different existing Wordnets into the Universal Dictionary of Concepts. However, there are some
important differences between UDC and Wordnets.

6.1. Relation to Natural Languages

Each Wordnet describes the lexical system of a particular language and each language is
maintained separately. Wordnets may be interconnected by means of the Inter-Language-Indexes
(ILI), which describe the relations between the concepts of certain versions of the original Princeton
Wordnet (typically 1.5 or 1.6) and concepts of other national Wordnets. However ILIs play a
subsidiary role. Only some non-English Wordnets are linked to the original Princeton Wordnet and
such links get outdated as soon as a new version of it is released.

The Universal Dictionary of Concepts can be compared to several Wordnets linked through ILI,
but it has no bias towards any particular language. The emphasis is given to the unified inventory of
concepts and their relations. Links to vocabularies of natural languages are provided through optional
local dictionaries and do not have to be discarded when changes are made in the repository of
concepts and the semantic network.

The fact that most of the UW headwords come from English and the constraints in so many UWs
are motivated by the need to describe the polysemy of English words, might suggest that the
dictionary uses English as a pivot or “gold standard” to describe other languages. However it is not
quite true. English headwords and constraints were chosen for mere practicality, because most
linguists understand this language and it uses the most common and well supported A-Z script in the
world. It is also a fact that not all UW headwords are English.

Concepts coming from any language receive identical status. Concepts originating from different
languages can have direct links between each other. Non-English concepts may also be used as a
base for modification and as constraints to describe other concepts. For example:

samovar(icl>boiler>concrete_thin,com>tea)
tula_samovar (icl>samovar>concrete_thing,com>tula(iof>city))

sauna(icl>sweating room>place,com>finnish,com>dry)
parilka(icl>sweating room>place,com>russian,com>steam)
venik(icl>massage_tool>...com>parilka(icl>sweating_room))

If the number of concepts unique to other languages increases, the statement about the special role
of English in UDC will lose ground.

6.2. Hierarchical Structures

Wordnets organize the noun and verbal concepts into hypero-hyponymic hierarchies represented
as trees. Such structures are easy to search and analyze, but pure tree classification does not support
partially intersecting classes and works well only for the top classes of ontology. For example,
Princeton Wordnet has concepts of (tennis) racket, and (hockey) puck as well as a class for “sports
implements”. However, racket is a member of the class of sports implements and puck is not. Instead
it is a member of the class of “disk objects”. Moving puck to the “sports implements” class in a pure
tree structure would cause losing information that it is a disk.

UDC is able and strives to accommodate a different less formally hierarchical approach. The basic
ontological structure is a network graph which has only some features of a tree. It is normal to have
multiple parents to the same daughter node, which allows for more complex relations and more fine-
grained classification. Every concept should be linked to all possible immediate hypernyms. For
example, the word sushi in Wordnet is a direct daughter of the concept dish (food). Suppose that we
want to introduce further ontological divisions by nationality (sushi is a Japanese dish) and primary
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ingredient (sushi is made of fish). It is not possible to decide which of the two classes has to be
placed higher in the hierarchy, because these classes specify intersecting sets of concepts (Figure 6)°.

japanese
dish

miso

Fig.6. Multiple parent classes

Using a network instead of a tree has some implications. A tree structure allows to trace every
concept to its deepest root classes with full confidence, whereas the hybrid network structure permits
multiple paths, leading to different high-level classes for the same concept, even when it creates
confusion. For example, the class “functional thing”, which includes the concept of hammer, is a
daughter of both “abstract thing” and “concrete thing”, thus making hammer a possibly non physical
object! This problem can be remedied in UWs by providing a secondary direct link to the relevant
top class.

concrete
thing

abstract
thing

Fig.7. Additional link to the relevant top class

According to Figure 7, the UW for the concept hammer should be
hammer(icl>tool>concrete_thing). Knowing two ends allows to trace the ontological relations
between any concept and the relevant top class and produce full hierarchy.

6.3. Other Features

Wordnet does not make the difference between hypernymy as a relation between classes (e.g. the
class of “living things” includes the class of “plants”) and instantiation as the relation between an
individual and a class to which it belongs, e.g. Deli is a member of the class “cities”. In UDC two
different relations are used for such cases: icl for hypernymy in plant(icl>living thing) and iof for
instantiation in Deli(iof>city).

3 Princeton Wordnet provides a way to include a synset into several classes at the same level of its hierarchy too, but this is

not common. For example, key in the sense of “a kilogram of a narcotic drug” is described as both “a mass unit” and “a
metric unit” at the same level and this split is immediately joined at the next level under the “units of measurement” class.
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UDC does not limit itself by certain parts of speech like Princeton Wordnet and provides full set
of concepts for prepositions, conjunctions and some words with special grammatical functions, e.g.
modal verbs.

UDC provides more detailed semantic frame information, not limited to the verbal concepts. The
roles are annotated with UNL relations and prototype semantic classes of the arguments are given
where Princeton Wordnet offers only “somebody” and “something”.

Some wordnets preserve syntactic information about the words, such as part of speech, gender,
animacy, etc. (Cyxonoros, SI6monckuii, 2004), while other are coupled with morphology engines.
This is not the case in the Universal Dictionary because such information is unneeded in the UNL
language. Its proper place is in the local dictionaries.

7. Development of the Dictionary

The development process should follow the essential principles of division of labor, gradual
development, reuse of existing data and decentralization. A community model, where everyone
checks everyone and all significant disputes are resolved by experts, is the best option, because no
single authority can have enough resources and expertize to verify everything.

Every time when a significant amount of changes is done and no formal objections received, a
snapshot of the dictionary should be taken and released as a new version. From that moment all
participating parties must update their tools to use the new dictionary. An automated system to
propagate UW changes to local copies utilized by linguistic processors supporting UNL is required to
ensure smooth transition to any new versions of the dictionary.

7.1. Current Status

At the moment of writing the Universal Dictionary is under active development. It has already
passed a number of important milestones including: adoption of the common UW guidelines
(Boguslavsky, manuscript) and creation of the initial set of UWs completely covering the general
vocabulary of English. The current version of the dictionary includes about 200 000 UWs generated
on the basis of the Princeton Wordnet (Bekios et al., 2007) and about 9 000 UWs (duxonos, 2008)
created manually to fill in the gaps found in Wordnet. The manually written UWs cover English
prepositions, conjunctions, and certain other words left out of Wordnet. A significant portion of them
replaces the automatically generated UWs for the most frequent English verbs and nouns in order to
improve the quality of the UWs.

The existing inventory of UWs was merged with the dictionaries of the linguistic processor ETAP
(ukonos, 2008), developed by the members of the Russian group, and is used for text conversion
from and deconversion to English and Russian. The automatically generated UWs are available
online at http://www.unl.fi.upm.es/unlweb.

The French group develops an infrastructure for the central data repository and exchange of data
between different groups. Considerable effort is made by different participants towards massive
revision and correction of the generated UWs.

The next step can be enriching the semantic network beyond the links already available in the
form of UW constraints.

7.2. Availability

The Universal Dictionary is going to be released to the public under a free license as soon as the
first version will be ready, which presupposes merging in more UWs from other UNL groups and
putting in operation the infrastructure for automated data exchange.

The essential principles to be maintained are:

- The Universal Dictionary of Concepts will be available to the public free of charge.

- The data may be used freely for any purpose, though commercial use may be a subject to special
conditions.

- Everyone will be given the right to expand the resource and fix errors, provided that all
modifications will be returned to the community of dictionary users and editors.
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8. Possible Uses and Related Projects

The dictionary of concepts can be used as a standalone resource to match words of different
languages for automatic generation of multilingual dictionaries, provided that all such languages
have local dictionaries.

Universidad Politécnica de Madrid (UPM) runs a project named Patrilex (Boguslavsky et al., in
print) which is aimed at experimental verification of this approach. The practical goal is to produce a
multilingual dictionary of terminology in the domain of culture and national heritage for the Spanish
Ministry of culture. A special custom set of UWs for the relevant terms is being built and
independently translated into English, Spanish, Russian and Arabic. The translators receive flat lists
of the UWs without any additional information and independently write local dictionaries for their
languages. The resulting multilingual dictionary will be assembled automatically and verified to
detect any problems.

Another possible use is to annotate lexical meanings after word sense disambiguation, e.g. for
semantic annotation of corpora. There is a need for a reference corpus of UNL, but it is not yet
created. The most relevant effort in this field is the project to translate the Encyclopedia Of Life
Support Systems (EOLSS) into several languages via UNL.

The overall progress of the UNL project may seem slow, but current projects show that it is real.
A quantum leap is expected as soon as the first public version of the Universal Dictionary is released
and the tools for automatic conversion of text into UNL documents reach industrial quality. Every
new related project and contribution make this perspective closer.
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Abstract

A sophisticated software tool is presented which is used to expand and update electronic
dictionaries.The tool operates interactively and enables the introduction of new entries into bilingual
and monolingual dictionaries as well as collocations and their translation equivalents. At the moment,
the Lexicographer’s Companion is tuned to the ETAP-3 linguistic processor and works with Russian
and English but it can be easily modified to meet the needs of any multilingual linguistic dictionary
resources.

Keywords: lexicographic resources, lexicographic tools, digital bilingual and multilingual dictionaries,
update and maintenance of digital dictionaries

1. Introductory Remarks

Digital bilingual dictionaries, both human-oriented and application-oriented ones, require
convenient tools that should ensure their smooth, fast and error-free update and expansion. Such tools
are especially important if these dictionaries are managed by end users rather than by their authors
(which may be the case if an application is maintained and further developed outside of the
development team) but can also be of great help to the original developers.

In what follows, a software tool designed for these purposes in the Laboratory of Computational
Linguistics, Kharkevich Institute for Information Transmission Problems, Russian Academy of
Sciences, by the developers of a multipurpose linguistic processor, ETAP-3, is described in detail.

Digitalized dictionaries are a vital part of the ETAP-3 processor. In one of the main options of
ETAP-3, the machine translation system, bilingual dictionaries contain versatile data on lexical units
of the languages concerned: these data must be perfectly matched with the data presented in the other
linguistic component underlying the ETAP-3 system — the grammar.

The creation, update and expansion of bilingual dictionaries require enormous effort on the part of
the system developers and/or end users. The tool, Lexicographer’s Companion, offers the developers a
considerable level of automation in dictionary management.

The authors firmly believe that the Lexicographer’s Companion can be extremely useful in a
multilingual environment of lexicographic resources to be developed in the MONDILEX project: even
though the Companion is currently oriented to the Russian/English language pair, its adaptation to
other language pairs, or groups, can be performed rather easily.

2. The Structure of ETAP-3 Dictionaries

The ETAP-3 linguistic processor uses two kinds of dictionaries — morphological and combinatorial
ones.

2.1. Morphological Dictionaries
Morphological dictionaries are used for morphological analysis and generation. Each entry
of the morphological dictionary specifies a word’s paradigm: the complete list of word forms

matched with the word’s name (the lexeme) supplied with a string of morphological features.
To give an example, if the entries of this dictionary were written in a straightforward manner,

! The study and preparation of these results have received funding from the EC's Seventh Framework Programme
[FP7/2007-2013] under grant agreement 211938 MONDILEX. This study has also received partial funding from the
Russian Foundation of Basic Research (grant No. 08-06-00373), which is gratefully acknowledged.

42


mailto:iomdin@iitp.ru
mailto:sizov@iitp.ru

then the entry of the English morphological dictionary for GIRL and WOMAN would look,
respectively, as sets of strings

girl GIRL, sg woman WOMAN, sg
girls GIRL, pl women WOMAN, pl
girl’s GIRL, sg, poss woman’s ~ WOMAN, sg, poss
girls’ GIRL, pl, poss women’s ~ WOMAN, pl, poss

where lowercase elements in italic represent word forms, uppercase elements represent the lexemes’
names, and sg, pl and poss are morphological features that stand, respectively, for singular, plural and
the possessive case.

In morphological analysis, such entries are used to match the word forms of the text processed with
the lexeme’s names supplemented with feature strings; in morphological generation, or synthesis, the
reverse operation is performed: for the lexeme accompanied by the feature string, a word form is
produced.

It goes without saying that the creation and management of morphological dictionaries in which
entries are straightforward lists of paradigms would be extremely cumbersome and virtually
impossible. It might be tolerable for languages with little inflexion such as English where most
paradigms consist of no more than 5 or 6 strings, but totally unacceptable for Slavic languages with
their rich morphology: suffice it to say that the paradigm of a regular transitive two-aspectual Russian
verb consists of 225 elements.

Accordingly, real morphological dictionaries resort to specially designed standard objects
representing types of paradigms or parts thereof. In ETAP-3 dictionaries, such objects include lists of
endings for different paradigm types, lists of alternations, formats, templates, and masks®. These
objects enable the creation of compact representations of entries.

The English dictionary entry for GIRL, for example, will look like

girl
bas:=f:10
(format No. 10 is reserved for regular English nouns that have regular forms of plural ending with —s,

and the expression “bas:=" means that the stem of all word forms coincides with the lexeme’s name).
The Russian dictionary entry for JEBOUKA ‘girl” will look like

JIeBOYKA
ocH:ieBou(e)k uep:4 1:104

(here, the stem of the word can be either desoux or degouex, the template No 104 lists endings for the
first declination animate feminine nouns whose stems terminate with letters x, r, x and the alternation
type No. 4 specifies the elements of the paradigm where the stem is presented in its longer form
Oesouex — this is genitive plural and accusative plural).

The Russian dictionary entry for ITYTb ‘way’, which is an irregularly formed noun, will look like

nyT|b
ocH:= (:1,cok:5/2,0k:'eM'TBOp,e11

In this entry, the stem of the word is nym (which is shown by the vertical bar in the lexeme’s name
denoting that the stem is on its left). Format No. 1 indicates that the word is a masculine inanimate
noun. The list of endings No. 5 is normally reserved for standard Russian feminine inanimate nouns
ending with — but can be used for nyms with the exception of one word form — instrumental singular,
which is formed differently. An adequate morphological description is achieved through using mask
No.2 (written following a slash after the list of endings), which disables the respective word form, and
straightforwardly adding the missing form by specifying the ending ‘em’ and features “TBOp,ex”
(instrumental singular).

2 Masks are conditions imposed on standard paradigms stating that certain word forms are to be eliminated from these
paradigms — they may be formed differently or be absent altogether.
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For a number of technical reasons, entries of ETAP-3 morphological dictionaries each include a
line of a simple translation equivalent into the opposite language within the Russian/English pair.

Despite the fact that the methods and ways of representing morphological information in the
morphological dictionaries are rather standard and compact, it is not at all easy for a developer (let
alone an end user) to manage these dictionaries, especially in cases of complicated types of paradigms
like irregular Slavic verbs.

2.2. Combinatorial Dictionaries

Combinatorial dictionaries of the ETAP-3 system are high-level lexicographic resources that
convey a variety of data types for each word: sophisticated syntactic features, semantic classes,
subcategorization frames (government patterns), lexical functions, certain word combinations,
different types of linguistic rules or references to these rules, etc. They are linked to morphological
dictionaries through the lexeme name: in the majority of cases, each entry of the combinatorial
dictionary has its morphological counterpart. As a matter of fact, the combinatorial dictionary is a
somewhat simplified version of the explanatory combinatorial dictionary (ECD) of the Meaning <
Text theory (see e.g. Menpuyk 1974, Menbuyk-XXomkoBckuit 1984) on which the ETAP-3 system is
largely based. The main difference between the ECD and the combinatorial dictionary is the absence
of regular lexicographic definitions in the latter.

A combinatorial dictionary entry has a rather complex hierarchical structure. It is composed of a
general zone representing the source language without regard to other languages involved in
translation options, and a number of target language zones offering translations of the headword and
word combinations involving this word into the particular target language.

The general zone and target language zones may include subareas, called subject domains, which
handle behavior peculiarities of the headword lexeme in texts belonging to particular subject domains,
like science, sports, TV, or even more specific domains.

Zones of the dictionary, in particular the general zone, are structured into fields, such as syntactic
feature field, semantic field, subcategorization frame field, etc. In most cases, linguistic data recorded
in the fields are presented declaratively. However, a considerable part of the data may only be
conveyed algorithmically, in the form of linguistic rules composed of two parts: an inventory of
conditions to be checked and a list of actions to be performed if the conditions of the rule are satisfied.
In the case if identical rules should be introduced in many entries, such a rule is stored in a separate
file and the entry is supplied with a reference to this rule, with individual parameters specified for each
entry if need be.

Schematically, a combinatorial dictionary entry looks as follows:

e General zone

Headword field specifying the lexeme name and the time of the last update (mandatory)

Subject domain for the lexeme (optional)

Field of discriminating comments enabling the discrimination between word senses in case of
lexical ambiguity (optional)

Part of speech (mandatory)

Syntactic features field (optional)

Semantic descriptors field (optional)

Subcategorization frame field (optional)

Lexical functions field (optional)

Operational fields containing rules and references to template rules (optional)

o Specialized subject domains (optional)

Operational fields containing rules and references to template rules relevant for the subject

domain (optional)
e Target language zone
o Specialized subject domains (optional)

Default translation field (optional) containing one or more single word translational
equivalents in the target language (optional)

Field of discriminating comments enabling the discrimination between translational
equivalents (in the case of multiple translational equivalents in the previous field, optional)
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Operational fields containing rules and references to template rules relevant for the subject

domain (optional).
A fragment of a simple English combinatorial dictionary entry for the noun INFLUENCE is given
below for illustration.

46

03744 21:37:39 15-05-2008 INFLUENCEI
COMMENT:"NOUN"
EXAMPLE:"DARWIN'S INFLUENCE ON MODERN THOUGHT"
POR:S

SYNT:COUNT,VOC
DES:'IENCTBUE',OTHOLIEHUE',' ®AKT', TIPOLIECC', ABCTPAKT'
D1.1:0F
D2.1:0N1
D2.2:0VERI
_SYNI:IMPACTI
_VO:INFLUENCE2
_MAGN:POWERFUL/PROFOUND/STRONG/FAR-REACHING
_BON:GOOD1/POSITIVE1/SALUTARY/WHOLESOME
_ANTIBON:BAD/NEGATIVE1/PERNICIOUS/UNWHOLESOME
_OPERI:HAVE/EXERT
_OPER2:BE<UNDER1>

sk st sk s s ok sk sk sk sk sk sk sk sk sk sk sk skoskoskoskoskoskosk sk ko

ZONE:RU

TRANS:BJIUSTHUE

TRAF:TRADUCT1.25

LA:OUTSIDE2,LR:BHEIIHUI
LA:BACKSTAIRS1,LR:3AKYJIMCHbIN
LA:BAD,LR:IYPHO!

LA:BANEFUL,LR:TIATYBHbII
LA:CIRCUMAMBIENT,LR:BCECTOPOHHUI
LA:COMMAND2,LR:PEHIAIOLIMI
LA:DEEP1,LR:CUJIbHbII1
LA:DELETERIOUS,LR:TTAT YBHbIN
LA:DIRECT2,LR:HEITIOCPEJICTBEHHBII
LA:DISRUPTIVE,LR:JTYPHOH
LA:EVIL1,LR:1YPHOI
LA:EXTRANEOUS,LR:ITOCTOPOHHUI1
LA:GENIAL,LR:BJIATOTBOPHBI
LA:GOODI,LR:BJIATOTBOPHbII
LA:HEALTHY,LR:BJIATOTBOPHbII
LA:MALIGN1,LR:/JYPHOI
LA:NEGATIVELLR:JJYPHO!
LA:OUTWARDI,LR:BHEILIHUI
LA:PERNICIOUS,LR:IYPHO!
LA:POISONOUS,LR:I'YBUTEJIbHbII
LA:POSITIVE2,LR:TIOJIOXXUTEJIbHBII
LA:SALUTARY,LR:BJIATOTBOPHbII
LA:SECRET2,LR:CKPbITBI
LA:SINISTER,LR:/ITYPHO!
LA:UNWHOLESOME,LR:HE3/IOPOBbIV
LA:WHOLESOME,LR:BJIATOTBOPHbII

TRAF:TRADUCT1.28

47
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LA:BEARI1,LR:OKA3BIBATDH
LA:BRING,LR:OKA3BbIBATH
LA:CONSOLIDATE,LR:YKPEIUIATD
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50 LA:EXERCISE2,LR:OKA3bIBATD

51 LA:EXERT,LR:OKA3BIBATD

52 LA:EXTEND,LR:PACIIPOCTPAHSTD

53 LA:GAIN2,LR:IIPUOBPETATD

54 LA:WIELD,LR:IOJIb30BATHCSI

55 TRAF:TRADUCTI.2A

56 LA:DECREASE2,LR:YMEHBIIATBHCS

57 LA:GROW,LR:PACTU

58 TRAF:TRADUCTI.29

59 LA:ABJECTIVE,LR:JJEMOPAJIN30BATb,T1:HECOB,T2:HEITPOLII,T3:*
60 LA:CORROSIVEL,LR:PA3JIATATb2,T1:HECOB,T2:HEITPOLIL T3:*
61 LA:FORMATIVE,LR:®OPMUPOBATD,T1:HECOB,T2:HEITPOLIL, T3:*
62 LA:PREPONDERANT,LR:'OCIIOJICTBOBATD,T1:HECOB,T2:HEITPOIII, T3:*
63 REG:TRADUCT2.DO

64 LOC:R

65 R:QUASIAGENT/1-COMPL

66 N:01

67 CHECK

68 1.1 =(X,PL)&DEP-EQU(X,*,R,/COBOKYITHOCTD')

69 DO

70 1 ZAMRUZ:X(PAKTOP)

71 TRAF:RA-EXPANS.12

72 LA:ONI1

73 TRAF:RA-EXPANS.50

74 LA:INFLUENCE2

In this entry, line 1 represents the headword field; lines 2-3 — the discriminating comment; line 4 —
the part of speech field; line 5 — the syntactic features field; line 6 — the semantic features field (the
descriptors are coded with Russian words denoting ‘action’, ‘relation’, ‘fact’, process’, and ‘abstract
thing’); lines 7-9 — the subcategorization frame, lines 10-16 — the lexical finctions field. In the Russian
zone starting from line 18, line 19 is the default translation field providing the Russian translational
equivalent of the headword; lines 20 to 62 list template translation rules responsible for rendering
multiword collocations, lines 63-70 accommodate a dictionary translation rule ensuring that in certain
contexts the headword is translated into Russian as ¢axmopwr rather than erusinue; lines 71-74 are
used to list two template rules of Russian-English translation (the first one introduces the strongly
governed preposition on and the second ensures the substitution of the noun influence with the verb
influence in certain conditions).

3. Typical Tasks of Enhancing Dictionary Coverage of the System

3.1. Introduction of New Dictionary Entries

The following phases in dictionary expansion within the ETAP-3 system could be specified.

e Determine the list of new lexemes to be entered.

e For each such lexeme, determine the concrete dictionaries where it should be entered, and the
subject domain of the lexeme (if needed).

e Enter the lexeme into the morphological dictionary.

e Enter the lexeme into the combinatorial dictionary.

e Enter the lexeme(s) of the translational equivalents of the given lexeme in the target language
morphological and combinatorial dictionaries (if needed).

By way of example, we will describe a typical set of actions to be performed by an ETAP
developer trying to enhance the dictionaries when working on a specific text.

Imagine that a large natural text has been submitted for processing to the ETAP-3 machine
translation system. The analyzer may show that some of the words could not be treated properly by the
dictionary. In particular, it may happen that

e aword form could not be recognized by the dictionary at all;
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e a word form receives an erroneous parse because the corresponding lexeme is missing from
the dictionary but the word form is homonymous with some other word form belonging to the
paradigm of another lexeme (e.g. the Russian word form Kpacrospckom which appears in the
text as the prepositional case of the adjective xpacnospcxuii ‘pertaining to Krasnoyarsk’ is
analyzed as the instrumental case of the noun Kpacuosapck ‘Krasnoyarsk’.

In the first case, the dictionary gap can be detected automatically. The software environment of
ETAP-3 has a special program called Textan that lists all words of a text to be processed which are
totally absent from the dictionary”.

In the second case, deep manual analysis of parsing results is necessary.

When entering a word into the morphological dictionary, the operator must determine what
standard objects correspond to this word. For richly inflected languages, this task is far from trivial
even for an experienced worker. To facilitate the work, ETAP-3 morphological dictionary compiler
offers a number of useful features, including the option of paradigm browsing which allows the
operator to see the results of his work immediately and correct the mistake if it is made. Another
useful feature is the possibility to visualize the decomposition of complex standard objects (e.g.
templates or formats) into elementary ones (like lists of endings) so that the author could detect a
probable error more easily.

Further, the introduction of a new entry is greatly facilitated if the author is able to select an
existing word with the inflectional properties identical to those of the word to be entered. In this case,
the author will only need to supply the headword and stems, and provide the default translation into
the target language.

The introduction of a new word into the combinatorial dictionary is a task by far more complicated
and important. The quality of an entry in this dictionary often affects the successful processing of the
whole sentence containing the headword of this entry. The author’s work is however complicated by
the scarcity of formal criteria prompting the creation of an entry, even though some formal prompts do
exist. A good way to proceed is to find an existing entry with properties close to the word to be added
— but this is not an easy task. Some entries may differ from even the seemingly close existing ones in
the list of syntactic features; others have peculiar values of lexical functions, still others may require a
lot of nontrivial translational equivalents or a plethora of idiomatic word combinations, etc.

Besides, there is no debugging method that could help the author of a newly introduced entry to
reveal all or even most of the errors that could have been made.

3.2. Representation of Multiword Terms and Phraseological Units in the
Combinatorial Dictionary

Representation of such units may be viewed as part of work devoted to the creation of new entries
or an independent task. ETAP-3 does not have a separate dictionary of idioms; instead such a unit is
represented in the entry of one of the words comprising the unit (in most cases, the syntactic head of
the unit).

The data on multiword terms and phraseological units (henceforth, MPU for short) is important as
it helps to optimize text processing at least at two different stages. First, this information is taken into
account during text analysis when ambiguous lexemes are assigned priorities: it is naturally assumed
that the co-occurrence probability of lexically bound words is higher than that of unbound ones.
Second, it ensures an adequate translation of an MPU into the target language. ETAP-3 rules
responsible for MPU handling can be summarized as follows.

e The CHECK zone of such a rule verifies whether the sentence being processed has the
respective MPU. The conditions are considered to be holding if the algorithm has been able to
identify a group of lexemes having the respective names which are linked by the specified
syntactic relations.

e The actions prescribed in the DO zone of such a rule depend on the specific task solved by the
rule. If a rule is applied at the parsing phase, it increases the priorities assigned to syntactic

3 An additional peculiarity of the ETAP-3 system is that its Russian morphological dictionary is noticeably larger than the
combinatorial dictionary (for a number of technical reasons, the main one being that the dictionary incorporates the whole
Grammatical Dictionary of the Russian Language by A.A. Zaliznyak with all its obsolete words, see 3ammsnsx 2003). If
some word form is represented in the morphological dictionary but absent from the combinatorial dictionary, this program
will reveal this fact.
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links that connect MPU elements. If it is applied at the transfer phase, the actions include
substitutions of the source language lexemes by the target language ones as well as connecting
the target language lexemes with the specified syntactic links.

Normally, a MPU can be included into a lexical entry either by adding a reference to a template
rule or by adding a unique dictionary rule.

The former method is used if a MPU has a syntactically typical and simple pattern (e.g. it consists
of a noun modified by an adjective (Cosemckuii Cows, Soviet Union), a noun modified by two
adjectives (boavuoti adpounsiti koanatdep) or a compound modified by an adjective (large hadron
collider), etc. — and if its translation equivalent in the target language also has a syntactically typical
and simple pattern (non necessarily the same one). This method has an obvious advantage of
description simplicity and compactness. Due to this fact it proved possible to automatically generate
and activate a pre-syntactic rule of priority assignment to MPU elements based on the CHECK zone of
a template transfer rule for a given MPU. However, a serious disadvantage of the method is that in
order to effectively use it the lexicographer has to remember the names of template rules, at least of
the most popular ones (there are almost 300 MPU rules in the ETAP-3 processor today).

The latter method is used if a MPU and/or its translation equivalent has a complex structure and
cannot (or should not) be listed among typical patterns, An obvious drawback of the method is that
writing unique rules may be cumbersome and labor-consuming.

It follows from the above that much of dictionary work can hardly be automated and requires
manual work of skilled and experienced lexicographers.

On the other hand, the maximally possible automation of this work is a very important task. In
many cases, this can be achieved using the Lexicographer’s Companion.

4. Lexicographer’s Companion as a Means of Automating Dictionary Management

In what follows, we will describe how the Lexicographer’s Companion is used for some of the
dictionary management tasks.

4.1. Initial Data for the Lexicographer’s Companion

The initial data unit for the Lexicographer’s Companion (henceforth, LexiComp for short) is a pair
of translation equivalents “source lexeme/MPU — target lexeme/MPU”. At the moment, LexiComp
supports two directions of translation: English-to-Russian and Russian-to-English. The user may
submit both elements of the pair to LexiComp in any order, as the system is able to define the
language automatically.

Pairs of translational equivalents may be submitted to LexiComp one by one or as a list (such lists
may for example be produced by the Textan program, see Section 3.1 above, or constructed
manually). Lists are tables (in text format) having four columns: 1) source lexeme/MPU; 2) target
lexeme/MPU; 3) information on whether the translation of source language unit into target language
unit is available; 4) information on whether the reverse translation is available. In every row, only the
first column is mandatory; others are optional. A sample list is given below:

Source Target Lexeme/ Direct Translation Reverse Translation
Lexeme/MPU MPU Available? Available?
McCain Maxkkein No No
Obama Obama No No
banabanos Balabanov No No
HyneBo Dulevo No No
crab catching JIOB Kpaba No Yes
deathly hallows POKOBBIC MOTITH No No
hysteresis loop METJIS THCTEpEe3rca Yes No
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4.2. Processing of the Lexeme/MPU Pair in the LexiComp

LexiComp starts this processing by checking whether any of the elements of the pair needs entering
into the dictionaries of ETAP-3 at all. This is done by running the ETAP-3 MT system on the source
and/or the target lexeme/MPU in the background. The result is compared with the counterpart element
of the pair and if they coincide the LexiComp informs the user that the unit is already covered by the
dictionary. If a difference has been revealed, the LexiComp starts the procedure of entering the pair
into the dictionary.

Each of the two elements of the pair is consecutively processed by the morphological analyzer and
the syntactic parser of the respective language. The first phase is to determine whether the word form
or word forms are present in the morphological dictionary and, if the answer is yes, whether they are
covered by the combinatorial dictionary.

After the dictionary status of the pair elements to be entered is established, the LexiComp offers an
interactive dialogue to the user, who is instructed to choose the correct option of the parse for each
word form (Fig. 1).

Dialog E3

cable header ;l

MapKMpoEKa Katend

m

|>|‘_

The word "cable" is ambiguous. Please choose option

|

(& CAELE ¥ MF QFIN

{~ CABLE 556

Al variants are wrong| You should create both the €D and MD entries
The word "header” is ambiguous. Please choose option

(s HEADER 556

¢~ HEADER 556

Al variants are wrong| You should create both the €D and MD entries

Please choose an option

|

m

|

|

m

& MAPKIMPOBKA S ES HEH MM HED S SEPO
Al variants are wrong| You should create both the €D and MD entries

Please choose an option

|

(& KABEML S E/JL MYH PO HEO

Al varianks are wrong| ¥You should create both the 0 and MD entries

L |

< Back I Hewt » I Cancel

Fig.1. LexiComp interactive window for the user entering the pair
cable header < mapxupoexa xabens

The following options are possible for word forms submitted to LexiComp:

e No lexeme has been found that could correspond to the word form. The only possible course
of action is to enter a new lexeme into the morphological and the combinatorial dictionary.

e In the morphological and/or combinatorial dictionaries one or more matches for the word form
have been found. In this case, the LexiComp user may choose one of the matches or decide
that none of the listed matches are appropriate for the given word form.

Further LexiComp actions depend on whether it has been decided that one or more words have to
be entered into the dictionaries. In this case, the LexiComp will start entering the words (see Section
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4.3 below), whereupon it will proceed with handling the translational equivalents (Section 4.4). In the
opposite case, the LexiComp will start handling these equivalents at once.

4.3. Entering New Words

In most cases, the lacking lexeme has to be entered both into the morphological and the
combinatorial dictionaries. We will therefore go on to describe the most typical course of action where
the word is first entered into the morphological and then to the combinatorial dictionary.

Automation of morphological dictionary expansion is based on the empirical fact that, for the great
majority of cases, it is sufficient to specify only a few word forms (normally, four or less) and/or
morphological properties (like animacy or absence of certain ending types) of a Russian lexeme in
order to determine its full paradigm. The same goes for other Slavic languages, whilst the situation
with English is even simpler. So, instead of straightforward generation of the paradigm, which is
extremely time-consuming and subject to error, or application of standard morphological objects,
which requires special knowledge and skills, LexiComp asks the user to answer several questions
easily understandable by any native speaker of the respective language.

By way of illustration, we will demonstrate LexiComp operation for the creation of a Russian
morphological entry for the lexeme namuxypcruya ‘fifth-year female student’ and an English
morphological entry polltracker.

In the first case, LexiComp will start by finding out that the lexeme nsmukypcuuya is not present in
the Russian dictionary (and that words constituting the LFU offered are present in the English
dictionary).

Then, consecutively, LexiComp will ask the user to answer the following questions: (1) what part
of speech does the word to be entered belong to (Fig. 2); (2) what particular word form does
Nominative Singular have (Fig. 3); (3) does the word inflect for case (Fig. 4); (4) what particular form
does Accusative Plural have (Fig.4); importantly, the LexiComp automatically fills in the required slot
with the probable stem of the word which in many cases, including the present one, coincides with
Accusative Plural. After this, the new dictionary entry is ready and waiting to be compiled:

ENTRY:RU M:narukypcHuiija
ocH:=T:114
trs:fifth-year female student

MORPHOLZ MORPHOLZ
C kako#d 4acTel pedd Bu 6ynete pacotare? Beenute caoeo B hOPME HMEHHT. NafEXa EN. YHCAS,
* CYILECTBHTENLHOE [3aB0A, PYAEBOH) 4 ECAH Er0 HET - NOCTABLTE THPE).
CMpHAAraTensHoe [HoBWA, MocKoBCKHA, NATLA] Obpasey: 3ason, CTOAOBaAY, AENO
raaron [4MTaTh, NPHEEXATL)
~HapeyHe [cHABHO, BYEPA, PaHBLLE]
Jnpeanor [ans, B cBI3H c]
C0N3 [H, noTOMY uTO)
YacTHua [He, xe)
<< Hasan 0K Otmena << Hasan | 0K | Ormena
Fig. 2. LexiComp’s Multiple Choice Window for Fig. 3. LexiComp’s Window Asking to Give

Part-of-Speech Assignment Nominative Singular if it Exists
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MORPHOLZ %}

HzaMeHAETCA AH CADED NO NanexaMm?
“* HaMensemoe [3aBon, Mnba Mapuyk]

MORPHOL2 [ <}

O6pa3yiTe diopMy BHH. NaNEXa MH. YHCAA.
O6pazew: [Buxy] 3ap0nb, HHXEHEPOB

Henamensemoe [neno, Heann Mapuyk]

EcAH ¢popMBl HET, NOCTaBbLTE THpE
NATHKYPCHHL,

<< Hasan | OTmena |

<< Hasan | OTmena |

Fig. 4. LexiComp’s Window Asking whether the
Word Inflects for Case

Fig. 5. LexiComp’s Window Asking to Give
Accusative Plural if it Exists

In the second case, LexiComp will state, likewise, that the word polltracker is absent from the
English morphological dictionary. The user will be asked to select the part of speech (Fig. 6) and fill in
additional slots asking about whether the noun lacks plural or singular (Fig. 7). This information is
sufficient to create the morphological dictionary entry

ENTRY:EN_ M@polltracker

bas:= f:10
trs:MHIUKATOP BBIOOPOB

ﬂ; EMorphassist Hi=]

Please, choose a part of speech for your word:

EMorphAssist x|

e o Fntel a houn in its singular Ipolltracker
 Adiective orm.

" Verb Examples: car, vulnerability, business

¢ Adverh polltracker

" Particle Pleaze, type in an

® Frepmsiion appropriate translation: I”"umamp Eiiopoe]

= Conjunction

" Interjection [™ The entry has a singular farm anly

[™ The entiy has a plural form only

Cancel |
Cancel |

Fig. 6. LexiComp’s Multiple Choice Window for
English Part-of-Speech Assignment

Fig. 7. LexiComp’s Window Asking to Give
Nominative Singular and Determine Whether the
Word is a Singularia or Pluralia Tantum

In many cases, the morphological dictionary entry is used to create a partial draft entry of the
combinatorial dictionary: morphological information serves as basis for predicting some of the
syntactic or semantic properties of the word. To give a simple example, English nouns ending with —
zation are likely to denote an action, have the agentive and objective valences; and be associated with
transitive verbs ending with —ize; Russian animate nouns ending with —ep, —op, —uux, —wux tend to
denote an active agent, and the great majority of Russian verbs whose paradigms contain passive
forms are transitive and may have a direct complement in the accusative case. In our example, the
draft entry of the combinatorial dictionary for the word namuxypcnuya will look as follows (only the
source language zones are given):
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00000 IIATUKYPCHUIIA
POR:S
SYNT:OAYIUI,)XEHCK,UCUUCJL,LATEHC
DES:'JIUIIO'

The entry contains a list of syntactic features (animateness, feminine gender, countability, and
agentivity) and one semantic feature (‘person’). Of course, further editing of this word must be done
manually. As a result, the entry will acquire additional features (a syntactic feature describing the
word’s ability to act as an appellative, semantic features ‘woman’, ‘position’ and ‘human’, a
subcategorization frame, and a list of references to three template syntactic rules). The resulting entry
will look like

00000 IIATUKYPCHUIIA
POR:S
SYNT:OAYIUI,)XEHCK,UCUUCJI,ATEHC,OBPAIIL
DES:"KEHIIIMHA', TOJDKHOCTB', JIULO', TIPEJMET',' YEJIOBEK'
D2.1:POJ

TRAF:1-KOMIIJIL.20

TRAF:BBO/JIH.20

TRAF:AIIIIO3.10

In many cases the words to be entered belong to particular morphological and/or lexical types (e.g.
names of cities, human given names, surnames, etc.). If such a group is specified by the user,
LexiComp will use simplified procedures to create new entries, resorting to fewer and simpler
questions asked of the user. A typical example is processing of regular Russian surnames, for which
LexiComp creates 8 entries (for the male and female variants in two languages both in the
morphological and the combinatorial dictionary) just asking two simple questions. The following
example lists all entries triggered by a Russian surname bapabanwuros: every entry of the
morphological dictionary is followed by the respective combinatorial dictionary entry.

ENTRY:RU M@bapabanmukoB
ocH:=T:145
trs:Barabanshchikov

ENTRY:RU@BFAPABAHIIMKOB
COMMENT:"®AMUIINA (MYKCKA)"
POR:S
SYNT:MVYXKXCK,ATEHC,O1YII,3AT'JTJABH,COBCT,UCUUCIL,AJIBEKTIIJIIOC
DES:TIPEAMET','JIULO', @AMV A',"YEJIOBEK"

TRAF:BBOJIH.20
sk sk sfe sk sk sk sk sk sk sk sk skosko sk sk sk sk sk sk sk sk sk sk sk sk sk

ZONE:EN
TRANS:BARABANSHCHIKOV

ENTRY:EN M@Barabanshchikov
bas:= f:10
trs:bapabaHIKoB

ENTRY:EN@BARABANSHCHIKOV
COMMENT:"SURNAME (MALE)"
POR:S
SYNT:COUNT,AGENS,PROP
DES:TIPEAMET','JIULO', ®DAMUWJIVA',"YEJIOBEK'
TRAF:APPOS.10
TRAF:PARENTH.20
st sk sk sk sk sk sk sk sk sk sk ske st sk sk sk sk sk sk sk sk sk sk sk sk sk sk
ZONE:RU
TRANS:BAPABAHIIIMKOB
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ENTRY:RU M@bapabanmukos|a
ocH:=T:144
trs:Barabanshchikova

ENTRY:RU@BAPABAHIIIMKOBA 13:44:18 02-11-2008 (00000)
COMMENT:"®AMUNIINS CKEHCKA )"
POR:S
SYNT:2KEHCK,ATEHC,O1YII,3AT' JIABH,COBCT,UCUUCJII,AJIBEKTIIJIFOC
DES:TIPEIMET',' JINLIO', DAMUJIIN ', YEJIOBEK', JKEHII[THA'
TRAF:BBOJIH.20
s sk sk sk sk sk ke sk sk sk sk sk sk sk sk sk sk sk sk sk skosk sk sk sk sk sk sk
ZONE:EN
TRANS:BARABANSHCHIKOVA

ENTRY:EN_M@Barabanshchikova
bas:= f:10
trs:bapabaHmKoBa

ENTRY:EN@BARABANSHCHIKOVA 13:44:18 02-11-2008 (00000)
COMMENT:"SURNAME (FEMALE)"
POR:S
SYNT:COUNT,AGENS,PROP
DES:TIPEAMET",'JINLO",©AMWJINA',"YEJIOBEK', "KEHIIITHA'
TRAF:APPOS.10
TRAF:PARENTH.20

sfe sfe sfe she she sk sk sk st sfe sfe sfe she she she she sk sk sk sk sfe sfe sfe sfeseskeoskesk

ZONE:RU
TRANS:BAPABAHIIKOBA

4.4. Entering Translational Equivalents

Once all entries that constitute the pair of translation equivalents are in the morphological and the
combinatorial dictionaries (irrespective of whether they were present before the LexiComp session or
added during this session), LexiComp starts the concluding phase of the the work, i.e. introduction of
translation equivalents themselves.

In the simplest case, i.e. when the pair consists of one source language lexeme and one target
language lexeme and they both belong to the same part of speech, the only thing that remains to be
done is adding the respective translations in the default translation fields of the target language zone of
the dictionaries.

In more complex cases, LexiComp starts by trying to find an appropriate template translation rule
(for each direction of translation) and, if successful, inserts a reference to this translation rule into one
of the entries of the words constituting the element of the pair. Usually this is the syntactic head of an
MPU". In the great majority of cases, such translation rules require parameters (names of lexemes
constituting the MPU, morphological features, etc.) which have to be identified and registered in the
reference to this rule. If LexiComp cannot find a template rule, it generates a unique dictionary
translation rule and adds it to the entry.

As mentioned in Section 3.2, template translation rules may be accompanied by pre-syntactic rules
of priority assignment. These are also template rules determined automatically with the help of a
special table of correspondences. For a unique dictionary rule, LexiComp may also generate a unique
pre-syntactic priority assignment rule and add it to the entry.

We will briefly illustrate the LexiComp mechanism of template rule selection by describing the
processing of translation pair eazoceemnas mpybka — vacuum tube lamp. The software starts by
parsing both MPUs, obtaining the Russian syntactic structure

* A notable exception is the case of a prepositional group, whose head is the preposition: translations like 6 nonedenpiux <>
on Monday, na Ilacxy < at Easter, na Kybe <> in Cuba, etc. are more appropriate in the entries of the nouns rather than in
those of the prepositions.
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Taz0CERTHAR - - - - -5 onpeg. 01 | rA30CBETHBLIA A EO AEH M

pyfra---(_=p| TPYBKA | S E[KEH MM HEOQ

and the English syntactic structure

VACULMN - --------------------m-- - u:umpus 01 ‘U’ACUUM 56

Then the LexiComp is trying to find a template Russian-English translation rule that accepts a
configuration
Adjective = Noun (D
and translates it into a configuration
Noun < Noun <= Noun 2)

This is achievable by a specific template translation rule oriented to these types of configuration,
which should be referred to in the entry of the word mpyoxa:

00000 TPYBKA
TRAF:RA-TRADUCT2 81
LR:I'A30CBETHbBIM,LA1:LAMP1,LA2:TUBE1,LA3:VACUUM

It can be seen that the reference mentions four lexical parameters: one Russian word and three
English words.

The reverse translation is achievable by a template English-Russian translation rule that accepts
configuration (2) and translates it into a configuration (1). The respective rule is entered into the entry
of the word lamp:

00000 LAMP1

TRAF:TRADUCT?2.08
LAI:TUBE1,LA2:VACUUM,LR1:TPYBEKA,LR2:TA30CBETHBI

This reference also mentions four lexical parameters: two English words and two Russian words.

Technically, this is achieved due to the fact that every template translation rule is supplied with a
special recognition zone (RECOG), which describes additional requirements to the source word
combination to which the template rule has to be applied, and requirements to the target word
combination (a fragment of syntactic structure obtained after this rule has been applied).

5. Future Prospects

The experience that the ETAP-3 developers have gained from using the Lexicographer’s
Companion shows that the system increases the lexicographer’s output and precision. It is especially
important when specialized entries are produced on a mass scale. We are planning therefore to extend
the set of specialized lexicographic types in the nearest future. We are also planning to improve the
choice of correct parses of translational equivalent pairs taking full account of those cases where the
lexemes as elements of those pairs stand in the basic form. We hope that this software system may be
of much help if applied to a multilingual lexicographic resource.
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Abstract

There are different ways of storing information about morphology. We describe the way of organizing
morphology data in a form suitable to be kept as plain text files inside of a MoinMoin wiki engine and
the practical results of keeping information about Slovak morphology.

Keywords: morphology analyser, wiki, MoinMoin, tagset, part of speech, scalability

Introduction

We successfully developed the Slovak language morphology analyser based on Levenshtein edit
operations (Garabik, 2006; Jleenmteiin, 1965). The original aim was to cover all the words present in
the Short Dictionary of the Slovak Language (KSSJ) (2003) and some additional frequent words. The
Levenshtein edit operation based paradigm classes proved very useful for quick semi-automatized
construction of all the word forms derived from a given lemma. However, as the number of words
included reached the originally projected goal, the project entered a maintenance phase with new
words being added only sporadically with focus towards long term storage and reutilization of the
data, and consequently a new approach appeared to be desirable.

Wiki Software

We settled on the MoinMoin (http://moinmo.in) wiki engine (presently we are using version 1.6.3).
MoinMoin is a wiki written completely in the Python programming language (http://www.python.org)
using plain text files as a storage backend rather than a database. This makes it particularly attractive
for our needs because of the programming language involved and the ease of making various data
modifications and extraction using just common text processing tools. MoinMoin is also fully Unicode
aware, and all the stored data and I/O are invariably in UTF-8 encoding.

MoinMoin contains a built-in full text search engine or it can use the Xapian libraries
(http://www.xapian.org).

MoinMoin can be extended by writing macros or plugins — in particular, we extended the default
parser to display the morphology tags in better human-readable forms (with explanation of different
grammar categories), while keeping the original data intact and in a terse form suitable for
computerized parsing.

MoinMoin also supports XML-RPC access to the data, a feature that can be potentially interesting
in view of eventual integration of the database into external linguistic resources.

Our MoinMoin server runs on a modest Intel Pentium 4 server with 2 GB of RAM, two IDE disks
assembled into a RAID 1. The operating system is GNU/Linux (Ubuntu Hoary) and the wiki data is
kept on a ReiserFS filesystem.

Data Structure

Although the primary purpose of the wiki is to keep the data for the automatized NLP processing
purposes, we still aim for the data to be useful also as a reference database for dictionary-like queries,
and therefore the design of the pages is made with this goal in mind.

The basic unit of the wiki data is called a page (using MoinMoin terminology). Each page contains
data pertaining to one lexeme, i.e. a lemma with full paradigm and morphology annotation. Each page

The study and preparation of these results have received funding from the EC's Seventh Framework Programme
[FP7/2007-2013] under grant agreement 211938 MONDILEX
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name is equal to the lemma taking into account common capitalization of words in Slovak (proper
nouns)®. In the case of lexical homonymy, pages are named by the lemmas with the part of speech tag
attached in parentheses’.

We strived to keep the page structure to be both human-readable and human-editable as well as
being easy to parse automatically.

The page body has a form like this:

== Lema ==
ucho

== Paradigma ==
SSns1: ucho

SSns2: ucha

SSns3: uchu

SSns4: ucho

SSns5: ucho

SSns6: uchu

SSns7: uchom
SSnp1: usi, ucha
SSnp2: uch, usu, usi
SSnp3: uSiam, ucham
SSnp4: usi, ucha
SSnp5: usi, ucha
SSnp6: uchach, usiach
SSnp7: usami, uchami

[[Kategéria:Substantival]

Text 1: Example of a wiki page (lemma ucho)

The page body contains several sections. The first one is the Lema, which contains just one word,
the lemma. Then the Paradigma section follows, containing the inflectional paradigm spelt out in full.
For each grammar category there is one corresponding line, with the morphological tag separated from
the form by a colon (:). Alternative forms per one grammar category can be either given on a separate
line, or on the same line, separated by a comma (,). At the end of a page there is the part of speech
category the described word belongs to.

Homonymy

We are talking here about the basic homonymy only, where lemmas for two different words (two
different parts of speech) are identical. The other forms of homonymy (inflectional) are automatically
taken care of by keeping the homonyms under their corresponding lemmas and morphology tags. In
case of part of speech homonymy, we create a special disambiguation page linking to all the possible
lemmas.

2 An important point, because by design the final morphology analyser disregards the capital letters and gives all the

lemmas in lowercase.

3 E.g. mat’ (V) for a verb, mat (S) for a noun.
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== |Lema ==
mat’

== Pozri ==
[[mat_(S)1] [[mat_(V)]]

[[Kategoria:Dezambiguacial]

Text 2: Example of a disambiguation wiki page (lemma mat’)

Reflexive Verbs

In Slovak, reflexive verbs are marked by a special separate morpheme sa/si, which is separated
from the verb and has relative freedom of movement around the verb* (Dvoné et al., 1966). As there
exists a reflexive/non-reflexive dichotomy (i.e. reflexive verbs almost always have their non reflexive
counterpart), we decided to keep only the non reflexive parts in the dictionary, without the sa/si
pronoun. Several singular cases of reflexive verbs without a meaningful standalone non-reflexive
counterpart (smiat’ sa, bat sa, uvedomit si, cudovat’ sa) do not pose any problem — the missing sa is
confusing only for the uninitiated users.

Traditionally, sa and si are called “reflexive pronouns” if semantically there is a discernible action
performed on the agent (i.e. they can be seen as contractions of personal pronouns seba and sebe),
otherwise they are considered to be a part of a verb. This is just a convention — we could denote them
equally good as particles, indeed this is how they are sometimes classified in the traditional Czech
grammars. We simplified our task by assigning the sa and si a special morphology tag R, regardless of
their semantic use.

Part of Speech Distribution

Currently, the wiki contains 77567 entries. Categorised by the POS type, we have the following
distributions:

4 Unlike other languages, e.g. in Russian the reflexive pronoun/particle takes a form of a clitic inseparably bound to the verb.
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28163 verbs

26061 substantives

13100 adjectives

5069 adverbs

1297 abbreviations

1104 participles

656 interjections

369 particles

369 pronouns

311 numerals

123 prepositions

110 conjunctions

72 citation elements’

26 part of multiword expression®
2 sa/si

1 by’

716 disambiguation pages

Table 1: Distribution of parts of speech

Scalability

As the total amount of entries in the database reaches tens of thousands, with the possibility of
growth up to several times the number, it is important to achieve reasonable scalability of the wiki
engine. Since the MoinMoin stores each page in its own directory and all the directories are stored
under one parent directory, it is important for the underlaying file system to be able to cope with many
thousands of entries per directory. All the major modern Linux file systems have no problems with
this usage pattern (Piszcz, 2006). Probably the best file system for these purposes at the moment is
ReiserFS, which also has other convenient features such as tail-packing to conserve disk space, since
the files used by the backend storage are predominantly way below file system block size. The total
size of our data is 1.2 GB of disk storage.

Basic usage works well, and direct searching for a lemma, page editing, revision history and
similar actions are performed without noticeable delays. However, the built-in full text search engine
is unable to cope with the amount of data. Basic searches for an inflected word form typically takes
many long minutes of 100 % CPU utilization. After the switch to the Xapian search engine, the search
for a word form is instantaneous. However, other features that depend on the number of pages are
difficult to use, e.g. displaying all the pages in one category takes several minutes (much of the time is
not due to searching, but to formatting such a huge number of links).

“Citation element” is a foreign language word appearing in Slovak text, e.g. most often in book or movie names, or
French or Latin quotations. In our wiki, only a few such words are included.

Used to mark standalone morphemes that are a part of multiword expressions — these are in fact just a remnant of our
tokenization.

Special conditional morpheme, traditionally classified as a particle.
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Usage

The wiki can be used directly as a reference dictionary of inflectional data. However, we are using
it mostly as a source of data for a morphology analyser, transforming the data from the wiki into
constant database tables for quick retrieval (http://cr.yp.to/cdb.html), further independent of the wiki
software.

We also convert the data into a nicer looking format for the DICT server (RFC 2229) for a quick
web-based search, integrated with several other Slovak language dictionaries (Faith, Martin, 1997).

Conclusion

Storing rich morphology information on the level of tens of thousands of words into a MoinMoin
wiki based system is viable, as long as special care is taken not to use features that scale badly with
increasing number of pages such as Category pages — in our wiki containing just a static description of
each part of the speech category, not the list of all pages belonging to a given category. The wiki is
used as a source of data for various morphology related automatized tasks, as well as a source for a
human-readable dictionary of Slovak morphology.
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Abstract

In the paper we will discuss the Bulgarian language resources infrastructure developed in several
projects to support information technology applications in contrast to supporting Bulgarian language
studies. In many aspects the two usages overlap, but our aim is to cover the necessary resources for
real applications. In our work we follow two main principles: (1) minimization of construction effort —
use and reuse of language tools and resources for creation of other resources; and (2) taking
pragmatic decisions where linguistics can not provide solutions. We report on resources that we have
already implemented and resources which are under development. These resources are considered as
elements of Basic Language Resources Kit (BLARK) for Bulgarian.

Keywords: Basic Language Resource Kit, treebank, Bulgarian, language resources, NLP applications.
1. Introduction

One of the central questions within Human Language Technologies discusses "what is minimally
required to guarantee an adequate digital language infrastructure for a language"? (Bimnnenpoorte et
al. 2002). Thus the notion of Basic Language Resources Kit (BLARK) was introduced and discussed
within NLP community. Its definition and scope have been considered in several European initiatives;
see ENABLER Network, Dutch LT Platform, and CLARIN among others. BLARK is defined as a set
of three distinct groups: applications, processing modules and language data. (Strik et al. 2002).

This paper aims at localizing the BulTreeBank (a project devoted to the creation of an HPSG-based
treebank of Bulgarian) language resources for Bulgarian within the notion of BLARK. Several
problematic issues are addressed:

e How close are the language resources (LRs) to the BLARK requirements?

e How can a more advanced resource like a treebank give rise to a number of basic language
resources, which lack in this language?

e How can the existent LRs be turned into a solid basis for the development of other LRs?

e s it always the case that basic language resources are produced first, and the more advanced
ones afterwards?

e How to test the resources in real application?

We consider the creation of such a complex language resource an application which tests the
availability of other resources and processing modules. During the project we have discovered the
white spaces in the resources for Bulgarian. We have been trying to fill these gaps developing LRs
with respect to the actual work on the treebank. However, in this creation we have not restricted
ourselves to the needs of the treebank development only, but we also have envisaged wider range of
NLP tasks, such as information extraction, grammar checker and parsing.

2. Treebanking as Basic Language Resources Compiler

The creation of a treebank for a “less-spoken” language like Bulgarian imposes certain challenges
due to the limited scientific, technological and financial resources. As a central task we considered the
organization of the work with respect to the minimization of human intervention and the achievement

! The study and preparation of these results have received funding from the EC's Seventh Framework Programme
[FP7/2007-2013] under grant agreement 211938 MONDILEX.
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of the project goal. The greatest problem appeared to be the lack of already available set of language
resources, which to serve as a base for the treebank compilation. Thus, on the one hand, we were
aware before the start of the project that most of the required resources had to be produced by us. On
the other hand, we have used the situation as a possibility to construct a variety of resources to support
the creation of the treebank and to be extensively tested within the project. As a result, we have
produced a basic set of language resources for Bulgarian, which are easily adaptable for different
mono- and multilingual NLP tasks.

Generally, two strategies have been applied:

1. Before starting the treebank creation, we have implemented basic processing modules:
tokenization, morphological analyzer, disambiguator, named entities recognition modules,
partial grammars, the text corpus.

2. Parallel to the treebank creation, we have compiled resources, which need more elaborate and
high quality information: specific lexicons of verb frames, lists of fixed phrases, specific
introductory patterns for newspaper texts, parenthetical expressions.

Note that the time distinction (before and parallel to the treebank creation) is a relative one,
because all the primary resources have been further developed and tested.
The creation of the resources is governed by two principles:

Bootstrapping principle: Its aim is to obtain as much information as possible at the very basic
processing levels. For instance, in the tokenization case, according to “a general token classification”
(Osenova and Simov 2002), the tokens are divided into the potential classes of common words,
abbreviations, names etc.

Corpus-driven principle: Several results are simultaneously obtained by using extraction and
observation procedures: the gazetteers are compiled, the dictionaries are improved and the tools are
tested against unrestricted data.

The creation of our resources has always been in close connection to the overall annotation process
of data. It comprises the following steps:

Sentence/Text Extraction from the Corpus

The source of the sentence extraction is the BulTreeBank text corpus (100 mln. running words at
the moment). We aimed at sentences with different lengths and from different genres. Sentence
extraction was combined with text extraction, which means that whole newspaper articles or book
chapters have been selected for annotation. As supporting modules, the CLaRK concordancer and
grammar engine have been relied upon.

Automatic Pre-processing

Each sentence needs first to be pre-processed at all the levels, that precede deeper syntactic
annotation. These include: (1) Morphosyntactic tagging; (2) Named entity recognition; (3)
Morphosyntactic disambiguation; (4) Partial parsing (chunking). We aim at a result of a 100 %
accurate partial parse of a sentence. The accuracy is checked and validated by a human annotator with
the assistance of the CLaRK System (Simov et al. 2001).

HPSG Step

The result from the previous step is encoded into an HPSG compatible representation. Then HPSG
parsing takes place. The output is encoded as a parse forest.

Resolution Step

The parse selection is performed by supplying partial information and navigation in the parse
forest. However, relevant for this paper is the first step, because the pre-processing module comprises
most of the basic LRs. The result is manually checked, the lexicons are extended to cover the tokens
within the corpus, the phenomena with bigger impact over the corpus are considered.

Applying the above principles and the steps of annotation, we have created a set of basic resources
and tools for Bulgarian. Later we have used them in other projects for implementation of systems that
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need language technologies. Such systems are: BulQA — system for Bulgarian Question Answering;
LT4eL system (within LT4eL project’) to support semantic annotation for eLearning tasks;
AsIsKnown system (within AsIsKnown project®) to support semantic annotation for domain text
mining and within LTfLL for semantic annotation®. In fact, using of the resources created and tested
during compilation of the Bulgarian treebank was a further step of creation of additional basic
resources and tools as it will be described below.

3. The BulTreeBank LRs in the Context of BLARK

Language technology is supposed to include the following modules: tokenization and named
entities recognition, morphological analyzer and disambiguator, syntactic and semantic analyzer. The
data is supposed to consist of: a mono-lingual lexicon, annotated corpus of texts (a treebank with
syntactic, morphological and semantic structures) and benchmarks for evaluation. Within this BLARK
notion a priority list can be proposed depending on what exists and what needs development in a
certain language. In our case the priority was to create all the complementary resources which would
support the treebank creation.

3.1.  BulTreeBank Language Technology
Tokenization

There is a hierarchy of tokenizers within the CLaRK system, which tokenize the texts in an
appropriate way. Additionally, the user can decide what the category of the token is and to assign it.

Morphosyntactic analyzer

It assigns all possible analyses to the word tokens. The lexicon is too large to be loaded as one
grammar in CLaRK and this is why we have divided it into several grammars which are applied
simultaneously. The separation of the lexicon is on the basis of the frequencies of the word forms
within the corpus. In this way the application has been sped up. As it was mentioned above, together
with the morphosyntactic analyzer we use the gazetteers. They are also implemented within the
CLaRK system. In the places where competing analyses arise between a common word and a name or
an abbreviation, we try to use the token classification strategy and the prompts of the context. If there
is no clear preference, we leave the decision to the human annotator.

MorphoSyntactic Disambiguation

We have already implemented a rule-based morphosyntactic disambiguator, encoded as a set of
constraints within the CLaRK system. This rule-based disambiguator exploits context information like
agreement between an adjective and a noun in a noun phrase, specific positions like a noun after a
preposition, but it also deals with some fixed phrases. The disambiguator does not try to solve unsure
cases, but leaves them for further processing. Its coverage is about 80 %. For next step of
disambiguation we have developed a neural-network-based disambiguator (Simov and Osenova 2001).
It achieves accuracy of 95.25 % for part-of-speech and 93.17 % for complete morphosyntactic
disambiguation.

Partial Grammars
We have constructed such grammars for:

e Sentence splitting. At the moment it is fully automated and reliable only for the basic and clear
cases. For solving complex and ambiguous cases this grammar is combined with supporting
modules for abbreviation detection.

e  Named-entity recognition. ldentifying numerical expressions, names, abbreviations, special
symbols (Ivanova and Doikoff 2002) and (Osenova and Kolkovska 2002). They are designed
to work in cooperation with the morphosyntactic analyzer. If necessary, the grammars can
overwrite the analysis of the morphosyntactic analyzer.

2 http://www.lt4el.eu/
3 http://www.asisknown.org/
4 http://partners.1tfll-project.org/
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o  Chunking. Two basic modules have been developed: an NP chunker (Osenova 2002) and
(Osenova and Kolkovska 2002). Generally speaking, the chunking process conforms to the
following requirements: it deals with non-recursive constituents; relies on a clear-indicator
strategy; delays the attachment decisions; ignores the semantic information; aims at accuracy,
not coverage. Additionally, there are chunk grammars for APs, AdvPs, PPs and some non-
problematic clauses.

3.2.  BulTreeBank Language Data
Text archive

It is intended to yield the size of a national corpus, that is, 100 million words. In order to compile a
representative and balanced corpus of Bulgarian texts, we tried to gather a variety of different genres:
15 % fiction, 78 % newspapers and 7 % legal texts, government bulletins and others.

Morphologically annotated corpus

Over 1 000 000 running words are morphosyntactically manually disambiguated. This part of the
text archive is used in two ways within the project: (1) as a source of sentences and articles which to
be annotated syntactically and included in the treebank, and (2) as training and testing data for POS
disambiguation of Bulgarian texts.

Treebank

Currently the BulTreeBank (Simov et al. 2005; Simov and Osenova 2003) comprises 215 000
tokens, a little more than 15,000 sentences. Each token is annotated with elaborate morphosyntactic
information. The BulTreeBank is based on HPSG. Syntactic structure is encoded using a set of
constituents with head-dependent markings. The phrasal constituents contain two types of information:
the domain of the constituent (NP, VP, etc.) and the type of the phrase: head-complement (NPC, VPC,
etc.), head-subject (VPS), head-adjunct (NPA, VPA, etc.). In every constituent the head daughter could
be determined unambiguously. Coordinations are considered to be non-headed phrases, where the
grammatical function overrides the syntactic labels.

Morphological Dictionary

The dictionary is an electronic version of a paper dictionary (Popov, Simov and Vidinska 1998)
extended with new words from the corpus. It covers the grammatical information of about 100 000
lexemes (1 600 000 word forms) and serves as a basis for the morphological analyzer.

Gazetteers

Three basic lists with items, missing in the morphological dictionary, have been compiled with
respect to their frequency:

Gazetteers of names. These consist of 25 000 items and include Bulgarian as well as foreign person
names, international and national locations, organizations. The most frequent names are additionally
classified according to three criteria: (1) grammatical (gender and number); (2) semantic - with respect
to ontology (names for different types of locations, organizations, artifacts, persons' social roles etc.)
and (3) ontological — some person names were connected with specific individuals in the world and
thus some encyclopedic information was provided in addition to the semantic classification.

Gazetteers of the most frequent abbreviations. They consist of 1500 acronyms and graphical
abbreviations. The acronyms' extensions were mapped against the names (mostly organizations) and
therefore, assigned the same semantic and grammatical label. In cases of idiosyncratic grammatical
behaviour, the relevant patterns have been added as well.

Gazetteers of the most frequent introductory expressions and parentheticals. This is considered to
be a step towards a basic list of collocations. They were classified according to their morphological
type or behavior: verbal, adverbial, linking (for conjunctions), nominal (vocatives), idiomatic etc. We
use them as an extended supplementary lexicon during the phase of the syntactic annotation.
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Valence Dictionary

It consists of 1000 most frequent verbs and their valence frames and it is based on a paper
dictionary. Each frame defines the number and the kind of the arguments and imposes
morphosyntactic and semantic restrictions over them. The semantic restrictions over the arguments are
extracted and matched against ontology.

Semantic Dictionary

Semantic information plays a crucial role in the process of parse discrimination on which the
construction of our treebank depends. Thus, in order to support the selectional restrictions imposed by
the valence dictionary and to facilitate its usage, we decided to compile a semantic dictionary related
to ontology.

The main strategy we have adhered to in our work is the preparation of a minimum set of resources
with substantial impact over the text archive.

4. Usage of BulTreeBank HLT in Other Projects

In this section we present the application of the above tools and their extensions in two tasks
necessary for construction of question answering system for Bulgarian and for semantic annotation of
Bulgarian text.

4.1.  Bulgarian Question Answering System

Since 2004 we are responsible for preparation of Bulgarian data for CLEF initiative. These data
include a newspaper corpus consisting of 18000 articles, question-answer pairs (500) and topic
descriptions (200). The questions and topics ensure compatibility with corpora in other languages
supported by CLEF, Thus the data could support monolingual Bulgarian-Bulgarian question
answering and information retrieval, but also cross-lingual task such as Bulgarian-English question
answering. In this section we describe the language analysis of question in the question answering
system BulQA in which Bulgarian is the source language (the language of the questions) and the target
language (the language of the answers) could be Bulgarian or English. The described processing is to
demonstrate the facility of the resources we described above in such a system. BulQA and the
preparation of the necessary data are described in (Osenova et al. 2005) and (Simov and Osenova
2006).

Although the above listed language processing tools were extensively tested during the compilation
of our treebank, they needed some additional tuning to the task of question analysis. The main
difference is that most of them were implemented in such a way that in unsure cases the ambiguity
remained unresolved or the analysis was not produced. This tools' application was required when an
annotator had to inspect the result of the processing.

With respect to the Question Answering task some ambiguities were resolved in the following way:
(1) in ambiguities between 2nd and 3rd person or 1st and 3rd person, always the 3rd person was
selected; (2) in ambiguities between present and past verb tense, the past tense was selected, etc. The
first ambiguity was resolved because the questions given in CLEF are never in 1st or 2nd person.
Resolving between the different tenses in the question with respect to validation of the found answers
is not currently supported by the Answer extraction module. Some other ambiguities were resolved on
a frequency basis only — for each ambiguity class the most frequent option was selected.

The major addition with respect to the available tools was the construction of a lemmatizer for
Bulgarian. We defined the lemma to be functionally determined by the wordform and its
morphosyntactic characteristics. The cases of ambiguous lemmas were not resolved and all possible
lemmas were assigned to the corresponding wordform. Lemmas are also used later to access the
semantic information from the semantic dictionary and the English equivalents in the Bulgarian-
English dictionary.

Here is an example of the analysis of the question “Ilpe3 kos rommuna Tomac MaH nony4u
HoGenosa narpana?” “Prez koya godina Tomas Man poluchi Nobelova nagrada?” (in English: Which
year did Thomas Mann receive the Nobel Prize?):
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<analysis group="BTB">
<PP>
<Prep><w ana="R" bf="prez">Prez</w></Prep>
<NPA>
<Pron><w ana="Pie-os-f"' bf="koya">koya</w></Pron>
<N><w ana="Ncfsi" bf="godina">godina</w></N>
</NPA>
</PP>
<NPA sort="NE-Pers">
<N><name ana="Npmsi" sort="PersNE">Tomas</name></N>
<H><name ana="Hmsi" sort="PersNE">Man</name></H>
</NPA>
<V><w ana="Vpptf-03s" bf="polucha">poluchi</w></V>
<NPA>
<A><w ana="Hfsi" bf="nobelov">Nobelova</w></A>
<N><w ana="Ncfsi" bf="nagrada">nagrada</w></N>
</NPA>
<pt>7</pt>
</analysis>

Here each common word is annotated within the following XML element <w ana="MSD"
bf="LemmalList">wordform</w>, where the value of attribute ana is the correct morphosyntactic tag
for the wordform in the given context. The value of the attribute bf is a list of the lemmas assigned to
the wordform. Names are annotated within the following XML element <name ana="MSD"
sort="Sort">Name</name>, where the value of the attribute ana is the same as above. The value of
the attribute sort determines whether this is a name of a person, a location, an organization or some
other entity.

The next level of analysis is the result of the chunk grammars. In the example there are three NPA
elements (NPA stands for a noun phrase of head-adjunct type) and one PP element. Also, one of the
noun phrases is annotated as a name with a sort attribute with value: NE-Pers.

The result of this analysis had to be translated into the format which the answer extraction module
uses as an input.

The corpus from which the answers are extracted is processed in similar way. Thus, the real work
is in connection with the answer extraction procedure and answer validation.

4.2, Semantic Annotation of Bulgarian Text

Within three European projects (LT4eL, AsIsKnown, LTfLL) we have developed an Ontology-to-
Text relation which supports the semantic annotation of domain texts and semantic search. In this
section we present briefly the linguistic model of the Ontology-to-Text relation. We assume that the
ontology is the repository of the lexical meaning of the language. Thus, we have started with a concept
in the ontology and we searched for lexical items and non-lexical phrases that convey the content of
the concept. There are two possible problems here: (1) there is no lexical item for some of the
concepts in the ontology, and (2) there are lexical items in the language without a concept representing
the meaning of the lexical item in the ontology. The first problem is overcome by allowing in the
lexicon also non-lexical (fully compositional) phrases to be represented. The second problem is solved
by extension of the ontology. The lexicon items are then mapped to grammars, we call them concept
annotation grammars. These grammars relate the lexicon to the text. This mapping is necessary as
much as lexical items and phrases from the lexicons allow for multiple realizations in the text and
require some additional linguistic knowledge in order to disambiguate between different meanings of
some lexical item or phrase. The following figure depicts the elements of the model.
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We have been using the relations between the different elements for the task of ontology-based
search. The connection from ontology via lexicon to grammars is relied on for the concept annotation
of the text. In this way we established a connection between the ontology and the texts. The relation
between the lexicon and the ontology is used for definition of user queries with respect to the
appropriate segments within the documents.

In order to implement this relation for Bulgarian we have reused the following components: (1)
tokenization; (2) morphosyntactic annotation; (3) lemmatization; (4) chunk grammar. The lexical
items from the ontology-based lexicons are lemmatized and then concept annotation grammars are
constructed on the basis of the lemmatized lexicon. Concept annotation grammars are also connected
to the general chunk grammar in order to recognize the same chunks where there are overlappings of
the two grammars (the general and the domain ones). The disambiguation is done statistically on the
basis of the local context of each ambiguous lexical item in the lexicon. Thus we reused all the
elements of the BulTreeBank language infrastructure. In future work we are planning to use the
general semantic lexicon and the frame lexicon as additional means supporting the disambiguation of
the ambiguous terms in the ontology related lexicon.

These short examples demonstrate that the language infrastructure for Bulgarian, created within
BulTreeBank Project, is ready to be used in real applications. The developers of these applications
need to concentrate on the real new functionalities and language processing.

5. Conclusion and Outlook

The intensive work within a project for creation of a treebank for a less-spoken language pays off
in several ways:

Practical

It triggers the creation of LRs which still lack for the certain language. Consequently, the created
set of LRs minimizes the work during the actual annotation of sentences within the treebank and
ensures a high quality result.

Another advantage is that the developed resources and processing modules have a natural
environment for intensive testing and improvement. This guarantees their appropriateness and
adaptability for other NLP applications.

Also these LRs are a reliable basis for further development of the resources and processing
modules included in BLARK.

Theoretical

It raises the question about the ways of LRs creation. It turns out that there are two ways: (1)
starting from basic tasks and after their completion pursuing next-level tasks of complexity or (2)
having in mind some more complex task and compiling all the other basic resources in order to
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adequately face it. We believe that the latter is an appropriate way for a less-spoken and less-processed
language to come up with the state-of-the-art LRs in the natural languages.

The worked out methodology for the creation of basic language resources is implemented in the
CLaRK system as reusable modules and can be parameterized to other languages as well. We have
used these modules in real applications such as question answering and semantic annotation and
search.
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Abstract

This paper presents an overview of the history of the category of non-verb predicatives, its
definition and coverage in grammars, dictionaries and corpora of four Slavic languages
(Russian, Ukrainian, Polish and Bulgarian). It is shown that all accounts which single out
predicatives as a separate part of speech are built upon inconsistent choices of criteria, and it
is argued that predicatives should be treated as a class of adverbs, for the sake of greater
consistency.

Key words: adverbs, classifiers, parts of speech
1. Parts of Speech: How Many?

Since the early days of digitalising Slavic language resources and attempts at organising
grammatical information in them, scholars in different countries have been approaching the question
of classifying lexical-grammatical categories in varying ways. Most adhere on the whole to the
traditional division into Aristotle’s ten parts of speech, predominant in academic and school
grammars: 10 in the Czech National Corpus, about 14 (depending on the status of some subcategories)
in the Ukrainian Lingua-Information Fund corpus of Ukrainian, 16 in the Russian National Corpus. In
some cases much further granulation is provided: in the Czech National Corpus the 10 parts of speech
are divided in turn into 75 sub-parts of speech, each with its own code. A different approach to
classification was used in the IPIPAN corpus of Polish, where 29 so-called flexemes® are recognised
(see also Kotsyba et al. 2008).

The only attempt known to us to create a common morphological tagset for numerous languages
including several Slavic ones was made within the frame of the project MULTEXT-East (Multext-
East 1998), where altogether 14 parts of speech were differentiated. This tagset does not, however,
include East Slavic languages or Polish, which differ considerably in their present independent corpus
presentations. As the relatively simple example of derogatory nouns in Polish (see fn. 1) shows, even
when categories coincide in their names, they do not necessarily cover equivalent sets of words. It is
clear that we need compatibility and coherence (within each language and between languages) in order
to present grammatical information in a consistent way, both for theoretical comparative studies of
Slavic languages and even more so for multi-language morphosyntactic tagging, corpus construction
and lexicography.

! The study and preparation of these results have received funding from the EC's Seventh Framework Programme [FP7/2007-
2013] under grant agreement 211938 MONDILEX.

% The category of flexeme was introduced by Janusz Bien in the 1960’s as a class of words with uniform morphosyntactic
characteristics. For example, a subclass of derogatory nouns (masculine nouns denoting human beings but pluralised as
non-human nouns to express disparagement, e.g., derogatory profesory vs neutral profesorowie ‘professors’) was singled
out as a separate flexeme different from the noun as characterised by a unique plurality patterns, different from common
nouns. From the traditional grammar point of view, flexemes are often a purely technical class, which is however
convenient for automated language processing, as those classes are comparatively strictly defined.
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1.1. Predicatives: a Problematic Category

The so-called predicatives constitute one of the categories where descriptions of Slavic languages
differ conspicuously. They appear in Polish, Russian and Ukrainian electronic resources. They can be
recognised by a common set of core words, although they are called by different names from grammar
to grammar and from language to language: improper verbs (czasowniki niewlasciwe) or
predicatives (predykatywy) in Polish, adverbialised words (adsepbianizosani crnosa) or predicative
words (npucyoxosi crnosa) in Ukrainian, category of state (kamezopus cocmosnus), impersonal
predicative words (bezruuno-npeouxamusuvie cnosa), non-verb predicatives (necrazonvhule
npeouxamuenst) or predicative adverbs (npeduxamuenvie napeuus) in Russian. Some Bulgarian and
Czech grammars talk of predicative adverbs or of predicatives as a subset of adverbs. Contrariwise,
corpora and treebanks of Bulgarian, Czech, Slovak and Slovenian recognise no such category at all.

1.2. Part-of-speech Status of Predicatives and Part-of-speech Hierarchy

As suggested by the various terms used for the category under scrutiny (we will provisionally call
it predicative further on), its placement in the part-of-speech hierarchy also varies. It can be either
listed among other parts of speech (as does Yury Maslov for Bulgarian and Vladimir Vinogradov for
Russian), or considered a variety (a so-called syntactic derivative, a sub-part of speech) of the adverb
(BgAcGr 1983), the noun and the adverb (RuAcGr 1970), the noun, the adverb and the participle
(RuAcGr 1980), or the verb (BixoBanens 1988), on its own or together with the copula (when used).

1.3. The Coverage of Predicatives

The unclear status of predicatives is probably the reason for which the coverage of this category
differs so much from language to language and from one author to another. The IPIPAN corpus of
Polish numbers a total of 26 predicatives, but in the Ukrainian Grammatical Dictionary there are 176,
and in Yefremova 2006 and the Russian National Corpus (RNC) about 1200. In order to understand
where the difference comes from, we need to see what words are in fact classified as predicatives in
each case. To this end we compared evidence from grammars, dictionaries and corpora for four Slavic
languages: Russian, Ukrainian, Polish and Bulgarian.

The relative® core of predicatives is constituted by modal words such as Pl trzeba, Ua mpe6a, Ru
Haoo ‘necessary’, Pl mozna, Ru moocno, Ua moocna ‘possible’, Ru wmenvsza ‘impossible’. Also
commonly, though not universally, included are words for:

e physical properties and sensations and states of the environment: Bg cmyodero, Ru, Ua
xonoono ‘cold’, Pl zimno;

e mental states and sensations: Ru, Ua, Bg geceno ‘joyful’, Pl wesolo;

e cvaluations of events or situations: Bg, Ua do6pe, Pl dobrze, Ru xopouto ‘well’.

Most such words can also be used as adverbs of quality (if listed in the dictionary as predicatives,
they are said to be homonymous to adverbs of quality). Some of them can be considered as belonging
to more than one of these semantic classes, sometimes with minor differences in syntax.

Some predicatives are derived from nouns expressing states and emotions going, according to
many authors, through the stage of adverbs (e.g., Ua ocann, wxooa “pity’, epix ‘sin’, copom, eanvbda
‘shame, disgrace’, cmpax ‘fear’, oxoma ‘wish’, uac, nopa ‘time’, kineys» ‘end’). Many scholars include
a group derived from infinitives (Ua sudamu, Ru sudams, Plwida¢ ‘seen, one sees’, Ua yymuy,
Ru crvixams, Pl stychaé ‘heard, one hears’, etc.) and, in the case of Ukrainian, the corresponding
impersonal participles in -no/-mo (suono ‘visible’, uymno ‘audible’).

The remaining predicatives in each mentioned language include different groups of words, which
we will try to analyse further. In various sources we can find mention of: short (predicative) forms of
adjectives, participial predicatives, negative proforms with sentential value, comparative degree forms
of adverbs and adjectives, figurative (deverbal or onomatopoeic) words with semelfactive semantics
(Ua 6yx ‘bang!, thud!’, ysipinb-ysipine ‘chirp-chirp’), diminutive verbs, performatives (‘thank you’,
‘yes’, ‘no’), invariable foreign words (Ua xarox ‘all up, over’, neazioce ‘in undress, in dishabille’, nac
‘pass’), collocations, etc.

3 This reservation is due to the fact that Bulgarian prefers modal verbs—mostly impersonal ones: mpsfsea ‘must’,
Modice ‘may’.
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The table on the following page presents a summary of the coverage of the category in different

accounts. A black circle means that lexical items of this group are by and large included into the
principal predicative category, whatever its name and status are; a shaded cell means that the group
does not exist in this language. Some special cases are explained in the notes following the table.

Russian Ukrainian Polish Bulgarian
0 8 ]
S 5|8 |28 |8 z S8 &
. " - — g O — A — 5] — -

< < < 3 o 5 3 <
2122|825 |° =E|2 |2

1. modal term ° ° ° ° ° ° ° ° ° ° ° ° °

2. other adverb-like term ° ° a ° ° ° a ° ° ° ° °

3. negative adverb ° a ° ° ° ° -_l

4. participial adverb P p ° ° P °

5. noun ° ° ° ° ° ° ° ° ° ° ° °

6. ex-noun ° ° ° ° ° ° ° ° °

7. negative proform ° s ° ° °

8. comparative degree °

9. figurative word °

10. foreign word °

11. performative

12. copulative pronoun °

13. diminutive verb

14. infinitive of perception

16. personal adverb ° ° ° °

17. personal collocation ° ° °

18. closed-class adjective ° ° ° °

19. open-class adjective °

20. instrumental noun °

Legend:

1. A word with a modal meaning (Ru nado, naootno, Ua mpeba ‘need’).

2. A word having the form of a deadjectival adverb, denoting a state of nature, a mental or physical state, etc.

3. A negative adverb (Ru negdomék ‘unknown, unbeknown’, Ua nesmsmxu, Heedozao dto.).

4. An adverbial form of a participle.

5. A citation form of a word which is also in use as a noun.

6. A citation form of a noun no longer in use in the language.

7. A negative proform with predicative value (Ru neuezo as in neueco nums ‘there is nothing to drink”).

8. A comparative degree form of an adjective or adverb.

9. A deverbal or onomatopoeic word with semelfactive semantics.

10. An invariable foreign word (Ua nac ‘pass’).

11. A performative expression, which may be a verb (Ua osaxyro “{I} thank [you]’), a particle (Ua max ‘yes’, i ‘no’), etc.

12. The copulative pronoun Pl to, Ua mo, ye, Ru amo.

13. A diminutive formed from a verb (Ua cnynoxamu, cnamku < cnamu ‘sleep’, xooumonvxu < xooumu ‘walk’).

14. An infinitive of a verb of perception (Ua uymu, Pl sfychac ‘heard, one hears’).

15. Plstaé (lit. ‘stand’) as in sta¢ mnie na to ‘1 can afford it’.

16. An adverb used as a predicate with a noun phrase subject (Ru nasecene ‘tipsy’, Bg doope ‘well”).

17. A prepositional phrase used as a predicate with a noun phrase subject (Ru 6 cocmosanuu ‘in a position <to»’).

18. A short (predicative) form of an adjective from a closed class (Ru pao, Pl rad ‘glad’).

19. A short (predicative) form of an adjective from the open class (Ru gecen ‘merry’).

20. A noun in the instrumental case, contrasting with the same noun in the nominative.

Notes:

a: predicative adverb (RuAcGr 1980), adverb which arguably is one no longer (Serech 1951).

p: predicative form of participle (RuAcGr 1970), participial predicative (RuAcGr 1970), special form of verb (Serech 1951).
s: only those with secondary meanings (Ru neuezo as in neuezo nums ‘no sense in drinking’: Yefremova 2006).

[: separate flexeme (IPIPAN corpus).
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1.4. Where Does the Difference Come from?

Some differences in treatment are due to languages’ specific features, lexical items and
constructions restricted to one or a few languages, such as the Bulgarian® expressions of feelings and
sensations with a noun as a predicative and an accusative experiencer (e.g., 20 Meac. € ‘1 am vexed’).
More often, however, the differences are due to the dissimilar approaches chosen by schools and
scholars. For example, Polish 7o ‘(this) is’ in To ksiqzka ‘This «<is a> book’ is traditionally called a
predicative, although its counterparts mo, ye in Ukrainian and smo in Russian are usually treated as
pronouns. In Russian forms of the comparative degree, common to adjectives and adverbs, are listed
among predicatives, as well as numerous collocations.

There are also instances of discrepancies regarding predicatives and their place in the part-of-
speech hierarchy within one author’s work, or even within the same text, so that in different chapters
the same or similar phenomena may be treated in different ways.

2. Predicatives in History
2.1. Russian

There is a general tendency throughout the history of Russian linguistics towards increasing the
status of the class of predicatives.” Introduced very tentatively by Lev Shcherba and promoted by
Vladimir Vinogradov, it has been constantly ‘gaining in weight’. But this is not a strict tendency. In
one of the most recent lexicographic works — IllapoB 2002 — no such category is mentioned at all.
Most of its instances are listed as adverbs, and some of them are listed within the category ‘other’ (the
latter includes a total of 85 items, which is far fewer than the number in E¢ppemona 2006).

As CtRuLg 1964 reports, grammarians have manifested interest in these words since the early 19"
century. Alexander Vostokov and Aleksey Shakhmatov classified these words with the verbs
(enazonvhule crnosa). Konstantin Aksakov treated them as short (predicative) forms of adjectives.

Iep6a 1928 focussed on such invariable words as rerb3a ‘may not’, mosxxcuno ‘may’, scans ‘pity’,
which function exclusively as predicates, and on adverbs such as xoodro ‘cold’ in predicate position.
He argued that these were not adverbs or adjectives, since they modified neither verbs (or adjectives,
or adverbs) nor nouns. Considering that their stative meaning was their most distinctive property, he
noted that there was, perhaps, a separate part of speech in the making here, one that could be described
as a category of state (to contrast with adjectives and verbs, which can also denote states, but present
them as qualities and actions). Yet he acknowledged that the range of words which can function as
stative predicates (or rather as their complements) in Russian is much wider, including short forms of
adjectives (2 secen ‘I am joyful’) and even nouns in the instrumental case (2 6si.1 cordamom ‘1 was a
soldier’).® For this reason he stopped short of stating that there was such a part of speech in the
language already. Notwithstanding he thought that, if there was not one, words such as nopa ‘(high)
time’, xonoono ‘cold’, nasecene ‘tipsy’, as they could not be called adverbs, should remain part-of-
speechless.

Later authors have argued for a more or less autonomous class with somewhat varying coverage.
The general consensus is that modals (moocrno ‘may’, nado ‘must’, myscno ‘need’) constitute the
nucleus of the class. Words of state having the form of adverbs of quality, for the most part doing
double duty as short singular neuter forms of adjectives’ (e.g., seceno “jolly’), are regularly included
as well, although Memannnos 1945 suggests that short forms of adjectives and participles are better
candidates for being set off as a separate part of speech, since they are restricted to predicate position.
The list is commonly extended to cover nominative singular forms of nouns (e.g., epex ‘sin’, oxoma

4 Actually Balkan (shared with Serbo-Croat and Slovenian, as well as some non-Slavic languages of the region).

> In Russian secondary schools predicatives have been recently introduced as a part of speech into the syllabus in Russian
language.

5 As opposed to the full form of the adjective and the nominative case of the noun. One should note the contrast between
51 6ecen (a temporary state) and s eecéneiii (a permanent quality), cf. Spanish estoy alegre vs soy alegre, and between s 6o11
conoamom (a temporary state) s 6vi1 condam (an identity), cf. French j’étais soldat vs j’étais un soldat (Shcherba’s
example), Irish bhi mé im shaighdiuir (glossed ‘was I in:my soldier’) vs ba saighdiuir mé (glossed ‘was soldier I’ with a
different copulative verb).

7 Occasionally the two differ, as in paune (adjective) but pano (adverb) “early’, or Goabro “ill, painful” with stress on the stem
when an adverb and on the ending when an adjective.
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‘wish, inclination’; also the word orcane ‘pity’, which has practically gone out of use as a noun) and
some other items.

Most authors define the category so as to include only words that function as predicates in
impersonal sentences, but MacmoB 1975 relaxes the criteria to also cover predicates with noun
subjects, as in Illep6a 1928’s proposal, though only such where the predicative word has no other use
with the same meaning—that is, invariable words (nauexy ‘alert’) and short forms of adjectives with
no corresponding long forms, thus no possible attributive use, but inflecting for number and gender to
agree with the subject (pao ‘glad’, namepen ‘intent’).

The status of the category and the associated terminology vary also. To RuAcGr 1970 and 1980
predicatives are a syntactic derivative within the categories of adverb and noun® (and participle, in the
later work), that is, the part of speech to which such a word belongs depends on its morphological
structure, although its syntactic behaviour does not. To CtRuLg 1964 the impersonal predicative
word is a separate part of speech (although the words themselves may be homonymous to adverbs or
to citation forms of nouns), as is the non-verb predicative to MacnoB 1975 (a part of speech
intermediate between the verb and the adverb, represented in English by such words as asleep, awake,
afloat, alive).

Ilepba 1928’s expression category of state is also used—a troublesome term, as Macios 1975
points out, because its structure ill fits into the set of names of parts of speech, among other reasons. It
appears, however, that Shcherba himself did not intend it to be a name of a part of speech, but rather a
description of one; he wrote that the category of state, ‘for want of a better term, might be called a
predicative adverb’ (even though none of these words are adverbs in his view). The term predicative
adverb is applied to all predicatives affiliated to adverbs in RuAcGr 1970; in RuAcGr 1980, as we
shall see, it excludes words expressing necessity or possibility (‘predicatives proper’) but covers the
rest (including some that have no adverbial use).

The choice of status assigned to these words has one more implication. If they are deemed to
constitute a separate part of speech, this part of speech is claimed to possess the categories of tense
and mood, so that 6wir0 muxo ‘it was quiet’ is an analytic past tense form of muxo ‘(it is) quiet’, and
cmano muxo ‘it became quiet’ must be one too (somewhat of a problem for this analysis). Otherwise
these are phrases consisting of an inflecting copulative verb and its invariable complement.

CtRuLg 1964 constructs a detailed classification of all impersonal predicative words on the basis of
their semantics, as follows:

e mental and physical states of living beings, states of nature and the environment:
o mental states of a human being (60s3n0 ‘frightened’, epycmno ‘sad’),
o physical states of living beings (6oabro ‘painful’, mowro ‘sickening’),
o states of nature and the environment (6empero ‘windy’, yromuo ‘cosy’);
e modal states (necessity, possibility);
e cvaluations of states or positions:
o extent in time and space (no30wuo ‘late’, gpems ‘time’, danexo ‘far’),
o psychological or moral and ethical evaluations (nz0xo ‘bad’, neexo ‘easy’,
nozop ‘disgrace’),
o sensory perception (6uduo ‘visible’, caviuno ‘audible’).

A separate classification divides them into words with adverb and noun origin, and the former
group into such as are adverbs and such as are not. Conversely, it is pointed out that circumstantial
adverbs are more likely to give rise to impersonal predicative words than attributive adverbs are (6s1.10
pano ‘it was early’, but not *6wi10 6vicmpo ‘it was quick’, *6win0 onunno ‘it was long’).

RuAcGr 1970 and 1980 merge the two classifications. RuAcGr 1970 recognises
e predicatives affiliated to the noun;
e predicatives affiliated to the adverb alias predicative adverbs:
o words that are adverbs:
= emotional states,
= physical states,
= gstates of the environment,

8 Modal words and expressions, such as npasda ‘indeed’, crosom ‘in a word’, & uacmuocmu ‘in particular’, x coscanenuio
‘unfortunately’, are another syntactic derivative of the noun.
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o words that are not adverbs (modals as well as internal states such as cmsioro
‘ashamed’, 060 ‘lief’);
e negative terms (Hedocye ‘no leisure’, vexozoa ‘no time’, negdoméx ‘no idea’).

In RuAcGr 1980 predicatives affiliated to the adverb and predicative adverbs are separated, the
former comprising modals and the latter everything else. Participial predicatives (short singular neuter
forms of past passive participles: zaxpwimo ‘closed’, zanpeweno ‘forbidden’) are also singled out.
Negative terms, however, are no longer treated as impersonal predicative words. Thus in both works a
semantic classification is only applied to predicative adverbs.

All semantic classifications place each word in one class only, although some words have different
meanings depending on the construction (e.g., mre nioxo ‘I am unwell’ expresses a physical state,
whereas soposamw nioxo ‘it is bad to steal’ is a moral evaluation).

2.2. Ukrainian

In Ukrainian grammars predicatives were particularly ‘fashionable’ in the 1950-60’s. The only
direct mention of them as a full-fledged part of speech, called category of state (kamezopis cmany),
can be found in YKoerobpiox & Kymuk 1965.° The authors divide them into such as denote

e mental or physical states of human or any other beings,

e states of nature,

e states of the environment, their subjective assessment, their extent in time or space,
e modal states.

Kymuk 1961 is more circumspect. He describes the impersonal predicative word (6e3oco6060-
npeduxamusHe ¢1060) in terms of its syntactic function and presents a classification, but refrains from
specifying its part-of-speech status.

The prominent Western linguist of Ukrainian origin Jury Serech (Shevelyov), whose works were
not known in Soviet Ukraine, discusses adverbial impersonal sentences with stative semantics and a
null or overt copula plus

e an adverb,

e amodal or a denominal, called a predicative word,

e anegative pronoun or adverb such as rixomy ‘no one to ... (to)’, #iuum ‘nothing to ...

with’, nioe ‘nowhere to ...’, etc.,

in predicate position. Regarding the status of these words the author’s attitude is tentative. Pointing out
that adverbs ought to serve as adverbial modifiers of verbs, adjectives or other adverbs, he suggests
that it would be more correct to have a special term to refer to them in those cases when they act as
predicates, and mentions that the Russian linguist Vinogradov has proposed calling them category of
state; however, whether he accepts this strategy is not completely clear (Illepex 1951:92). Later on he
also uses the term adverbialised word along with Vinogradov’s category of state.

JleonoBa 1983 calls these words predicative adverbs as opposed to attributive adverbs. They
include modals, states proper, and denominatives. Predicative adverbs are likened to verbs because
they can govern cases.

In the 1990°s Ukrainian scholars preferred writing about syntactic functions. Consider for example
the accounts of Ukrainian morphology by besmosicko et al. 1993 and of Ukrainian syntax by
BixoBanenp 1993, published as a set. The first part of the grammar does not mention predicatives
at all, and it is not clear which part of speech words like mpeb6a, moocna (the most uncontroversial
representatives of the class) belong to; moorciuso (it is) possible’ is referred to as a modal adverb.

In the second part predicatives are described in terms of their syntactic role (Bixoanens 1993:253-
254):

The core group of predicates of state is composed of invariable words that are referred
to the so-called category of state or to predicative adverbs. These words have verbal
forms of tense and mood and function as the principal member of impersonal
sentences, corresponding to a predicate. Tense and mood are expressed analytically
with the help of the analytic syntactic morpheme-copula 6ymu ‘be’ or of analytic
syntactic semi-morphemes such as cmasamu, pooumucs ‘become’. [...] They are

? The very choice of terminology is evidence of the powerful influence of Russian upon Ukrainian linguistics.
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usually univalent, or bivalent at most ([fioycesi éuono eopu ‘Grandpa can see the
mountains’, [fieuuni scanre nmawunu ‘The girl is sorry for the bird”).

The author mentions pairs of denominal predicatives that preserve the form of nouns and
counterparts of the adverb variety derived from them: epix—epiwmno ‘sin’, docada—oocaono
‘annoyance’, orcarb—oicanko ‘pity’, kpusda—rpusono ‘offence, injustice’, copom—copomno ‘shame,
disgrace’. In this work he does not seem to adhere to any position on the status of the category, only
saying that predicatives are a separate part of speech according to some scholars, while others refer
them to a subclass of adverbs, namely, predicative adverbs. In his other, earlier work he is confident in
referring to such words as verbs transposed from adverbs (Bixosauers 1988: 119-122).

The Ukrainian Grammatical Dictionary (UGD) is modelled upon Andrey Zaliznyak’s
Grammatical Dictionary of the Russian Language, and treats predicative words in the same way. As

we can see from the table and the statistics, however, their coverage in UGD is much poorer.
2.3. Polish

The Polish grammatical tradition varies considerably in its approach to predicatives. The popular
‘rigorous’ description of Polish in Saloni & Swidzinski 1985 mentions only the modals trzeba and
mozna, calling them improper verbs with a ‘minimal verbal paradigm’: indicative present mozna “(it
is) possible’, past byto mozna; conditional present mozna by, past bytoby mozna (Saloni 1974:66).

The most comprehensive and consistent overview of the category is presented in PIAcGr 1998. The
authors single out predicatives as a separate part of speech, dividing them into personal (deadjectival)
and impersonal (deverbal, denominal, deadverbial) ones. This division is purely morphological, as in
fact some impersonal predicatives express person by oblique arguments (see examples below).
Personal predicatives (traditionally ‘short’, predicative adjectives) are opposed to full adjectives as
they do not inflect for case. Such are (po)winien ‘indebted, owing’, rad ‘glad’, kontent ‘content’, wart
‘worthy’, which have no full forms, and also ciekaw ‘curious’, godzien ‘worthy’, gotow ‘ready’, pefen
“full’, pewien ‘certain’, faskaw ‘kind’, syt ‘satiated’, swiadom ‘aware’, wesof ‘joyful’, zdrow ‘hale’.

The authors point out that most predicatives are impersonal. They include modals (trzeba, mozna
etc.), words of perception (widaé, stychac etc.), mental states. Many of these are homonymous to
citation forms of nouns: czas, pora ‘(high) time’, grzech ‘sin’, szkoda, zal ‘pity’, wstyd ‘shame’
(P1AcGr 1998:129). It is said that they are treated differently because of their ‘morphological
peculiarities’, as they only have analytic forms, whereas verbs proper have both synthetic and analytic
forms (P1AcGr 1998:60). Lexemes that ‘are traditionally treated as adverbs’, but can function as
predicates, are also included: nudno mi ‘I am bored’, Dziecku zimno ‘The child is cold’, Alez tu cicho!
‘Oh but it’s quiet here!’, Duszno dzisiaj ‘It is stuffy today’. They are opposed to adverbs on the basis
of their syntactic function of a predicate; they require a dative noun phrase and/or a locative
expression: Jemu w Krakowie jest zimno ‘He is cold in Cracow’. And, as the authors point out, while
the majority of adverbs formed from adjectives end in -0 and a minority end in -(i)e, about a dozen
adverbs which have forms with both endings, the first form being predicative and the second
attributive: gwarno vs gwarnie ‘noisy’, rojno vs rojnie dto., mglisto vs mgliscie ‘foggy, nebulous’,
nudno vs nudnie ‘boring’; the words pochmurno vs chmurnie ‘gloomy’ are also usually counted,
although they differ by a prefix as well (P1AcGr 1998:61). The term ‘predicative’ is sometimes used
interchangeably with ‘impersonal predicators’ (predykatory nieosobowe) in this work. "

The IPIPAN corpus of Polish language adopts the approach of PIAcGr 1998 with some changes.
All adverbs of state are classified simply as adverbs, with no distinction between those ending in -(i)e
and in -o, even if they constitute pairs. Predicative adjectives are listed as a separate flexeme called
winien by its only'' actual representative in the corpus of 300 million tokens. The short adjectives
listed in the grammar seem to be obsolete as they cannot be found in the corpus or are erroneously
classified as nouns. '

19 Other terms used for ‘predicatives’ are non-inflecting verbs (czasowniki niefleksyjne, Jodtowski 1971), improper verbs
(Saloni 1974). Those accounts, however, include only modals.

' Together with its variant powinien.

12 This is often the case with rad ‘glad’, recognised by the morphological analyser as the genitive plural form of the noun
rada ‘advice’.
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2.4. Bulgarian

Among the characteristic traits of Bulgarian which have a bearing on the constructions at hand are
the obligatory use of the copula in all moods and tenses"?, the obligatory marking of focussed objects
by cliticised pronouns, the lack of an opposition of short and long forms of adjectives, the use of the
indefinite singular neuter form of most adjectives as an adverb'* (as in Russian, but unlike Ukrainian
and Polish), the prevalent use of verbs of necessity and possibility rather than adverbs, and the absence
of an infinitive, which is replaced by analytic forms of the so-called conjunctive.

BgAcGr 1983 singles out under the name predicative adverbs a class of adverbs which occur as
complements of a third person singular neuter form of the verb c»m, 6%0a ‘to be’ or cmana, cmagam
‘become’ and denote states rather than properties of actions, qualities or entities. By far most of these
have the form of adverbs derived from adjectives, though some differ from the corresponding
adjectives in their meanings (e.g., dpaco ‘pleasant’ from opae ‘dear’). There are a few, of various
origin, which have no other use (6:aze ‘blessed, lucky’, an obsolete adverb from the adjective 6sae
‘gentle, mild, sweet’; ens ‘concern, care’, a negative polarity item, from the Greek noun &yvoia).
Words in active use as nouns (such as 50 ‘anger; worry, trouble’) are not included in this group. The
grammar classifies all items on the basis of their meaning:

e states of nature and the environment (mwmno ‘dark’, yromno ‘cosy’);

e physical and mental states of a human being (3¢ ‘bad’, onacno ‘dangerous’);

e cthical and emotional estimates (epewmno ‘sinful, wrong’, muro ‘pleasant’);

e intellectual or modal states (#yorcro ‘needed’, routo ‘bad’);

e miscellancous estimates of a state or situation (kwvcro ‘late’, daneu(e) ‘far’).

To Macnos 1981:290-293 the non-verb predicative (alias ‘category of state’) is a separate part
of speech comprising three syntactic subclasses:

e words of noun origin, most (though not all) active in the language as nouns, but set
apart in this function by several circumstances:

o they appear in an unchanging form (indefinite singular),

o they can’t be modified by adjectives, only by adverbs,

o their gender no longer matters,

o most subcategorise for an obligatory or optional experiencer expressed by a
cliticised personal pronoun, chiefly accusative (20 mea.. e ‘I am vexed’), less
frequently dative (orcan mup,; e ‘1 am sorry’);

e words of adverb origin, mostly usable as adverbs, but set apart in this function by
appearing in a position atypical for adverbs and by the fact that many subcategorise
for an obligatory or optional experiencer expressed by a dative clitic (doope e ‘it is
well’, 0oope mu e ‘1 am fine’);

e asparse group of non-impersonal non-verb predicates (0oope com ‘1 am well’).

Non-verb predicatives inflect for tense and mood; that is, the verb cwm, 6w0a ‘to be’ or cmana,
cmasam ‘become’ (the latter only with words with adverb origin, e.g., cmana mwvmno ‘it became dark’)
is part of the analytic word form. This implies that geuep e ‘it is evening’ and xwvcrHo e ‘it is late’ are
entirely distinct constructions (a noun plus a verb and a non-verb predicative, respectively), which is
rather unexpected. The relation between the two is similar to the one between aworcey ¢ ‘he is a liar’
and zwvean e ‘he has lied’ (a verb in the perfect tense), but is more complex in view of the opaque status
of cmasa xkwvcno ‘it is getting late’, which has no counterpart in the analytic part of verb paradigms.

13 There is a small number of adverb-based constructions that don’t involve a copula (Jo6pe ue dotide ‘Good that you came’,
Yyono kax e uzbsiean ‘One wonders how he escaped’, JKanxo 3a napume ‘Shame for the money’, Kpaii na 6orecmma ‘The
malady is over’, hraze my ‘Happy he’), which BgAcGr 1983 brings up as showing that the adverb is the bearer of the
semantics of the predicate. However, the paucity of adverbs that admit such use, the syntactic deficiency of the
constructions (they require certain types of complements, allow neither negation nor interrogation, etc.) and their specific
semantics all argue that this is not a case of a copula being omitted in the present tense, but a different kind of construction,
one that might be called an attitudinal, anchored to the present situation and insensitive to the category of tense.

'* Among the exceptions are dofpe ‘well’, 3ze ‘ill, badly’, pano ‘early’ (adverbs), but do6po, 310, panno (singular neuter
forms of the corresponding adjectives).
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3. Criteria for Singling out Predicatives. Discussion

Considering the similarity in the syntactic behaviour of the words under consideration regardless of
their origin, a unified treatment is certainly desirable.

CtRuLg 1964 and MacnoB 1981 stress the fact that such words, even when they are nouns in
appearance, seem to lose their gender, because the copula is always in the neuter (when it is in a tense
in which its form expresses gender). But agreement ought to take place if the predicative word were a
subject. This, however, is not so (cf. Ru He spems 6ynmosams ‘It is not time to revolt’: normally the
negative particle precedes the subject only if the negation has narrow scope, as it were, ‘It is not time,
but something else, to revolt’). Also, predicatives affiliated to adverbs have the same distribution, and
adverbs are even less likely subjects than they are complements of copulative verbs.

On the other hand, in Russian the non-zero copula in the past or future tense can have an
instrumental complement (as said above, in stative sentences rather than statements of identity), but
*Oxomou 6vi10 uomu ‘(One) felt like going’ (instead of Oxoma 6wir0 uomu) is ungrammatical. This
can be explained if oxoma here is not a noun but an adverb, and by virtue of this invariable.

What prevents these words from being counted as adverbs is a more complicated question. Those
authors who consider them a separate part of speech say that many of them are homonymous to
adverbs (though the sameness of form, so common across languages, is certainly not fortuitous). They
are said to be confined to the predicate, a position inaccessible to their homonyms. Yet this is
effectively equivalent to saying that the same words may appear both in the predicate and outside it,
though frequently with an accompanying difference in meaning.

This leads us to draw an analogy between adverbs and adjectives. Adjectives can be modifiers of
nouns or complements of copulative verbs. By far most English adjectives have both uses, but some
are exclusively attributive (main reason, undue pressure, future lawyer) or exclusively predicative
(glad, afraid). As we saw, in Russian too there are exclusively predicative adjectives, morphologically
marked by having no long (attributive) forms (pao ‘glad’) or semantically marked by having
recognisably different meanings depending on the form (doaowcen [short form] ‘obliged, owing’, cf.
oomxcuwiti [long form] ‘due, owed’). It is more difficult to find exclusively attributive adjectives in
Russian, but there are adjectives whose long forms must be used even in predicative position.
Compare:

1) a. *Oma npuuuna enasua.

b. Oma npuuuna — enaguas.
2) a. *This reason is main.

b. This reason is the main one.

Notwithstanding adjectives are treated as a single part of speech in nearly all accounts.

Adverbs modify verbs, adjectives, other adverbs or, less commonly, nouns; this is their attributive
function. But many of them (e.g., locative or temporal ones) can be complements of copulative verbs
(The building is here, The debate was yesterday). Let us admit that adverbs of manner can be
complements of copulative verbs too. It is more common for adverbs to be restricted to one of the two
functions than it is for adjectives, but this is a difference of quantity, not of quality.

3.1. Semantic criteria

The semantic criterion, namely, the stative semantics of predicatives, has been a major part of the
case for singling them out as a class since the outset. But already Illep6a 1928 encountered the
problems associated with it. Denoting states is not a prerogative of predicatives: there are stative verbs
and verb forms (even if the verb is generally regarded as a category of action), as well as stative
sentences with adjectives or nouns as the complement of the copula.

A general problem with all attempts to define a part of speech on the basis of semantic criteria is
that the same meaning can often be expressed by various means. For example, CtRuLg 1964 states
that ‘an impersonal predicative word is a stranger to the meaning of a feature (a feature of an entity is
an adjective; a feature of an action or a feature is an adverb)’. This seems to miss the fact that JKumo
xopowo and JKusnv xopowa ‘Life is good’ mean the same thing, as do Mue seceno and A gecen ‘1 am
joyful’, and if one sentence expresses a feature, so should the other. Nor is the difference between a
state and a feature made clear in most accounts.
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3.2. Morphological criteria

We mentioned the morphologically marked opposition of predicative forms in -o and adverbial
forms in -(7)e that characterises a few lexical items in Polish (P1AcGr 1998). However, if we look up
these items in the corpus, we can see that the speakers’ intuition does not support this difference, or at
any rate it is not followed strictly. Corpus examples show predicative use in 11 cases out of 17 for
gwarnie:

W miniony weekend byto gwarnie i kolorowo ‘The last weekend it was noisy and colourful’
wiedzialem jedynie, ze jest wesolo, gwarnie ‘1 only knew it was merry, noisy’

Since kolorowo and wesolo end in -o, the choice of the form in -(i)e is not motivated by analogy.
The same can be seen in the case of rojnie, 2 out of whose 3 uses are predicative.'> Neither does the
choice of one of the two endings by those items that only have one form correlate with their use in any
way. The former paronyms seem to have become unstable variants.

The argument that non-verb predicatives possess the categories of tense and mood seems an
unnecessary artefact of the analysis. The verb phrase does, being headed by a copulative verb (perhaps
a zero one). This is no different from any other verb phrase consisting of a copula and a complement.

3.3. Syntactic criteria

The syntactic criterion is another important argument for singling our predicatives. The fact that
they can appear in predicate position (and some are restricted to it) is often brought up as a claim for
part-of-speech status. However, this function is not unique to them: adjectives and nouns can be
complements of copulative verbs too, so can some classes of adverbs, and of course the verb is the
predicative word par excellence. Meanwhile the adverb is far from being syntactically uniform: for
instance, those adverbs that can modify nouns (Ru suiya ecmamxy ‘eggs soft-boiled’, coscem pebenox
‘altogether a child’; examples from Macos 1975) have just as good a reason for forming a subclass.

The employment (or omission) of the copula is sometimes brought up as an argument for
classifying predicatives as verbs (BixoBanenp 1988). In fact the use of the copula varies across
languages (and grammatical contexts) from Russian, where it is regularly left out in the present
indicative, to Bulgarian, where it is obligatory in all tenses and moods.'® The other languages fall in
between. For example, Ukrainian, unlike Russian, employs the copula in negated present-tense
sentences: Yumamu yio xknuey ne € yikaéo ‘To read this book is not interesting’. Again, the omission
of the copula is not restricted to sentences with predicatives.

This said, the syntactic part of the ‘identity’ of predicatives is a highly interesting matter that
requires further investigation.

4. Conclusions

We have seen that the words classified as predicatives vary considerably in their morphology,
etymology and syntactic behaviour. There is no criterion that would keep them together in one group
and oppose them to all remaining parts of speech, which suggests that they should rather be treated as
a subclass of one of the existing parts of speech. Classifying most of them as adverbs doesn’t make the
adverb more diverse than it already is, or than the adjective is in most accounts. It is commonly taken
for granted that adjectives can function as both attributes and predicates, whereas adverbs can only be
attributes (Macmos 1975:208-215). But given that there are attributive-only adjectives and
predicative-only adjectives, why should it not be the same with adverbs?

This refers to the core of the category. What about the periphery? Polish to (as in To ksiqzka ‘This
<is a» book’) can be treated as a pronoun, as Ukrainian mo or ye and Russian smo. The shared
comparative degree forms of adjectives and adverbs in Russian ought to be classified as adjectives or
adverbs, disambiguating them depending on the function they perform. The Ukrainian and Russian

'3 The statistics of the use of these adverbs is quite interesting. One can clearly see a preference for using the predicative form
of some of them and the attributive form of the others, which correlates with their semantics: nudno vs nudnie 146::13,
mglisto vs mgliscie 28::78 (mgliscie wiem ‘I have a dim idea’, lit. ‘I know nebulously’), gwarno vs gwarnie 78::17, rojno
vs rojnie 18::3.

It also varies in history; it was used with greater regularity in Old Russian writing: Ce mu ecms 6audice, k momy noudy
nepeoice ‘“This one is closer to me; I will go to that one first” (Hypatian Chronicle 1908:400).
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diminutive verbs are verbs even if they have a super-defective paradigm only including an infinitive.
Semelfactives can be classified as interjections (or perhaps as invariable verb forms).

There may be an advantage in introducing an attribute of predicativity for various parts of speech
with values ‘predicative’, ‘non-predicative’ and °‘either’ for each lexeme, but this issue needs
additional scrutiny.

Further research

The notion of predicatives and the whole ongoing discussion around it brings up at least three
topics for further research:

1. Whether we dispose of predicatives as part of speech altogether dissolving them among parts
of speech where they came from or leave them as subclasses of each, we are still left with the
phenomenon of the exclusive predicativeness of certain words. This feature certainly brings
important information for the theory of language in general and its applications for automatic
language generation, and should be explored in depth.

2. It seems important to describe the syntactic features of ‘predicatives’ in detail, in order to
clarify and justify their status from the syntactic point of view.

3. One more eminently worthwhile task is to align other categories in present tagsets of Slavic
languages and work on a common pattern for them.
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Abstract

The paper presents various classifications of parts of speech for Polish, developed on the base of
homogenous or mixed criteria: syntactic, semantic and grammatical (morphological) ones. In the
authors’ opinion, in electronic dictionaries one should endeavour to increase the numbers of both
parts of speech and classifiers. Such an operation would facilitate machine translations. The authors
propose a new classifier — a scope quantifier, presented in the paper on the example of scope
quantification of time. The subject is much broader, and can also cover quantitative quantification and
scope quantification of nouns. The increase in the number of classifiers in electronic dictionaries can
become their advantage, distinguishing them from the traditional dictionaries.

Key words: lexical category / word class, classifiers, multilingual dictionaries, existential and universal
quantifiers of time, Bulgarian, Polish

1.

The discussion on parts of speech, on the classification criteria for distinguishing them, on
establishing borders between parts of speech and on the way of defining them still continues, and will
continue in the future. In Maciej Grochowski’s opinion, ,,no grammatical class is an isolated being,
nor a being completely abstracted away from the context — from the situation of its use. There are
few units this could be unequivocally classified into a specific grammatical category” (Grochowski
2005: 7).

2.

As arule, the division into parts of speech is carried out based on the following types of features:

e morphological (e.g. flexion-related) features,

e syntactic features,

e semantic features, which are to be represented by the object of division — i.e. lexemes.

The classification can be carried out either based on one of the criteria distinguished above, or
based on an arbitrary combination of those criteria — consistent or not for the consecutive levels of
division.

21.

The Polish traditional (school) grammar assumes the division into 10 parts of speech, inherited
from the over 2000-year old school of stoicism, Aristotle and the Latin tradition. Hence parts of
speech for Polish are: adjectives, adverbs, conjunctions, exclamations, nouns, numerals, particles,
prepositions, pronouns, verbs (in alphabetical order). In a school grammar of Polish reissued for the
thirteenth time, Piotr Bak (1977/2007) tries to explain the existing division into parts of speech by
referring to the character and structure of the extra-language reality. However, Bak does not set forth
any criteria for the classification of parts of speech he presents.

A traditional approach to distinguishing parts of speech, with small modifications, is also presented
in a new work by Renata Przybylska (2004). The author uses a three-stage procedure for
distinguishing parts of speech based on mixed criteria, namely, a semantically-syntactic, syntactic,
semantic or morphological criterion, depending on the division level.

Zofia Zaron (2003) proposes classification of the Polish lexis based on a mixed morphosyntactic
criterion, with emphasis on either connotation or accommodation. For Zaron, the main element of the

! The study and preparation of these results have received funding from the EC's Seventh Framework Programme
[FP7/2007-2013] under grant agreement 211938 MONDILEX.
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morphological criterion is flexion. At the beginning, the connotation allows the author to distinguish
exclamations (in this case, in fact the absence of connotation). Following that, syntactic and
accommodation characteristics with respect to the morphological category of the person allow her to
distinguish verbs and conjunctions standing in opposition to them, and with respect to the
morphological category of case — nouns in opposition to personal pronouns (both parts of speech
accommodate grammatical gender) and numerals (which accommodate number). Later on, the author
distinguishes adjectives and adverbs. Other classification elements are only uninflected parts of
speech. The author distinguishes prepositions due to their potential for expressing accommodation.
Modalizers, localizers (a part of speech which did not use to be distinguished in Polish literature, e.g.
wczoraj, wieczorem, kiedys, tutaj, tam etc.) standing in opposition to particles close the structure of
Polish lexis division into parts of speech. It is also worth noting that among personal pronouns we can
find both the ja, on and ktos, cos forms — carrying different quantification values. Similarly, among
localizers (e.g. kiedys and wczoraj), forms with different quantification values can also be placed
together.

2.2,

,,On the level of morphological processing of a natural language”, writes Adam Przepidrkowski
(2008), “the individual words in the text are assigned their grammatical interpretations. In the
simplest case, those interpretations represent information on the so-called parts of speech, and hence
about the fact if a given world in a given context is a verb, a noun, a preposition, or a form belonging
to another part of speech.” Przepiorkowski refers to the classes of lexemes separating off the
traditional parts of speech as grammatical categories. The values of those categories are case, gender,
and number. In his opinion, the relationship between the morphological and syntactic levels consists
also in the fact that syntactic processing systems are based on specific sets of possible
morphosyntactic interpretations — so-called tagsets — and such sets are often designed with syntactic
processing in mind. This relationship is strongly stressed in Przepiorkowski’s work, where we learn—
which is worth emphasising — that Polish is one of the few natural languages in the world for which
an attempt to extract valency information from text automatically has been undertaken
(Przepiorkowski 2008).

2.3.

Other proposals for classification of Polish lexis avoid combining morphological, syntactic and
semantic (ontological) criteria, see e.g. works by Saloni (1974) and Laskowski (in GWJP).

2.3.1. Zygmunt Saloni (1974) adopts morphological criteria as the basis for classification. He
stresses the distinction between inflected and uninflected lexemes. Inflected lexemes have been
subjected to flexion tests (person, gender, case, number) — which was the way to distinguish parts of
speech like verb, noun, adjective, etc. Saloni’s classification is considered as a morphological one,
but uninflected lexemes are distinguished on non-morphological (e.g. syntactic) grounds.

2.3.2. The academic Polish grammar, developed — at least with respect to the issue we are
interested in — as a result of many years of discussions, sees the criterion for division into parts of
speech in syntactic assumptions (GWJP 1984). Roman Laskowski (a co-author of the mentioned
grammar) distinguishes, on the base of syntactic criteria only, 12 parts of speech: verb, add-on,
numeral, modalizer, particle, preposition, adjective, adverb, relator, noun, connective, exclamation.
Since there is no doubt that there are syntactic relationships between all the words, a division carried
out on the base of syntactic functions covers the whole language material. As one can notice, there is
no room for pronouns in Laskowski’s classification. Other parts of speech known from the traditional
classification (i.e., 9 of them) have been preserved, though their scope has sometimes considerably
changed. New classes have appeared: (1) relators (which cover the fragment of traditional pronouns
restricted to relative pronouns (see Wrdobel 1996)), (2) add-ons (e.g. fak, jasne) and (3) moralizers
(e.g. wilasnie). The adopted assumptions of syntactic classification of the parts of speech have
resulted in a change in the set and character of the parts of speech distinguished earlier. For example,
the numerals have been restricted to the so-called cardinal numbers. Participles, which used to be
interpreted in various ways up to that time, are now placed either in the adjective group (e.g.
czytajqcy) or in the adverb group (e.g. czytajqc). Laskowski distinguishes 6 criteria for division of
Polish lexis: (1) speech independence, (2) syntactic independence, (3) superiority (related to the verb) /
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inferiority (related to the noun) in the sentence, (4) accommodation with emphasis on the
accommodated element, (5) superiority (related to the noun) / inferiority (rejected in case of the
noun) restricted to the name group, and again (6) accommodation, but with emphasis on the
accommodating element.

2.3.3. In turn, Maciej Grochowski (2003) proposes a division of parts of speech limited to a
fragment of lexis known as synsyntagmatics. Though his field of interest covers only a fragment of
the Polish lexis, the criteria are noteworthy. One of them is the criterion of word order: fixed or
variable one. Another criterion is the number of positions opened. Still another is the influence scope:
local (sentence component) or the whole sentence.

In his doctoral thesis Wykiadniki przyblizonosci adnumeratywnej w jezyku polskim i rosyjskim
(Exponents of adnumerative approximability in Polish and Russian) (2008), Maksym Duszkin draws
attention to the fact that Grochowski sections off adnumerative operators into a separate part of
speech. Duszkin considers the fact that approximate expressions belong to different parts of speech
as a secondary issue. The author focuses on the syntactic properties which in his opinion reflect this
fact. Duszkin does not analyze the reasons why exponents of approximability belong to different
parts of speech. He only mentions that Mel’czuk speaks ,,of propositional and adverbial (narecija)
exponents of approximability”, and that in turn in Polish the same exponents are in general classified
to propositions and particles. In Duszkin’s opinion, the criteria for distinguishing the individual parts
of speech are very complicated, especially that their classification is different for different linguistic
schools.

2.3.4. Jadwiga Wajszczuk (1997, 2000) proposes a division of the lexis also based on the syntax
(see Laskowski, Grochowski), but with the crucial points positioned differently. First, she is speaking
of a dependency-based syntax (syntactems) and of connectivity depending upon relations from other
levels (quasi-tactems = paratactems). Among the syntactems, she distinguishes autosyntagmatics
(which constitute syntagms) and meta-predicative operators.

2.3.5. A conception for distinguishing parts of speech which is isolated due to moving the
emphasis from syntax to semantics is proposed by Andrzej Bogustawski, who presents the outlines of
syntactic and semantic descriptions of adverbs correlated with adjectives such as niespokojnie in Jas
Spi niespokojnie. However, Bogustawski does not deal with epistemic, temporal, or multiplicity
adverbs (Bogustawski 2005: 15-44).

3.

We think that, for the completeness of our description, it is interesting to quote the comments on
classification of parts of speech in the light of categorial grammar developed by Kazimierz
Ajdukiewicz — the father of mathematical linguistics, a Polish logician and philosopher who died in
1963 (Pawlak 1965). Ajdukiewicz’s conceptions — which constitute the foundations of contemporary
mathematical linguistics — were taken up and developed further only after World War II, in
connection with the application of computers to translation. This was done by Jehoshua Bar-Hillel
(1953). Ajdukiewicz’s and Bar-Hillel’s conception concerns the so-called categorial grammar and
allows us to resolve whether a given sequence of symbols constitutes a sentence in a natural language
or not. This conception was used to obtain the first translation from English to Russian executed by
the computer in the USA. In a categorial grammar, the basic notion is that of a syntactic category. A
slightly different approach to mathematical linguistics was proposed by Noam Chomsky (Pawlak
1965).

3.1.

In structural research, we are not interested in the meaning-related aspect of the language. Such an
approach is known as ,,syntactic” one, and covers phonetic, morphological and syntactic phenomena.
Semantics, or the meaning-related aspect of a natural language, is not taken into consideration here.
From the viewpoint of that grammar, all words which can be inserted in place of any words in a
correctly built sentence so that the sentence still remains correct perform the same grammatical
function, i.e. possess the same syntactic category (Pawlak 1965: 36-37). Example: Ania (Piotr) lubi
(stucha) muzyke (klasyke).
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3.1.1. So what are the syntactic categories for the major parts of speech in the light of that
conception? In the categorial grammar, two categories have been adopted as the basic ones: the
sentence category, denoted by the symbol z, and the name category, denoted by the symbol n. Other
categories are created on their basis.

The rule establishing the grammatical categories of other parts of speech is as follows:

If part of speech CO constitutes a sentence with parts of speech CI, C2, ... Cn, than C0
possesses the syntactic category z/kl. k2, ... Cn, where k1, k2, ... kn are the categories of parts
of speech CI, C2, ... Cn.

In the sentence Ania lubi muzyke, the verb lubi will have the category z/nn, since it forms a
sentence with two nouns, while in the sentence Deszcz pada the verb pada has the category z/n. Z.
Pawlak stresses that a double syntactic category is related to the fact that a verb can perform two
functions in a sequence: it can either denote relations between two objects or determine the state of
one object. The roles of the verb in these two cases are quite different, and, obviously, the two types of
verbs are not interchangeable.

An adverb has the syntactic category:

since it forms a sentence out of a name and a verb of the z/n type. For example, the sentence Deszcz
bardzo pada can be represented in this way.
In turn, conjunctions like: i, /ub, albo have the category z/z, for they are capable of forming a
sentence out of two sentences, etc.
The schema of the sentence Anna czyta ksiqzke is the notation: n  z/nn  n. which can also be
represented in the form of a tree:
czyta

/ \
Anna  ksigzke

or using parentheses, as: ((Anna) czyta (ksiazke)).

This implies that ,,Ajdukiewicz’s syntactic category” depends on the connectivity of the verb in the
sentence, and that each time it can have a different schema. And one more thing — all this is a
sentential form, a verbal form, etc. — but not the meaning of those forms.

4.

The conceptions regarding classification of parts of speech presented above give rise to the
question which of them is more useful in bi- and multilingual dictionaries. Is it a generalized
classification which has a smaller number of classifiers and allows for placing lexemes representing
various grammatical categories within one part of speech, or is it a more detailed, but also more
precise classification, capturing also the meanings of language forms rather than the language forms
alone? In our opinion, the detailed classification would be more helpful in machine translation. It
would allow the dictionary to present various classification variants of words more precisely, as well
as to show the meanings of the words, e.g. temporal ones, see Antoni Mazurkiewicz (in this volume).
Due to this, some mistakes in machine translations could be avoided, see Ludmila Dimitrowa, Violetta
Koseska (in this volume). All the researchers agree that word forms taken out of context usually have
several interpretations. Hence an electronic dictionary should give as many interpretations as possible.
The classification of words should make the classifiers more detailed by taking into consideration the
semantics, whose role has been negligible up to now but without which one can hardly imagine a
correct machine translation.

83



4.1.

On the example of expressions which quantify time and aspect in a natural language, we will show
how one can classify words taking into consideration their quantification meanings. Stownik jezyka
polskiego PWN [The PWN Dictionary of Polish] (2004) makes us realise how important it is to be able
to identify temporal or quantification meanings and to distinguish them from the forms. Indeed, the
above dictionary does not make a sufficient distinction between a verbal form and its temporal
meaning, see a fragment of the czas (time; tense) entry: ,,A jez. Czas przeszly «gramatyczna forma
czasownika wyrazajaca to, ze czas dokonywania si¢ czynno$ci jest wezesniejszy od chwili moéwienia o
niej»”. (“A lang. Past tense «grammatical form of a verb expressing the fact that the time when the
action took place is earlier than the moment of speaking about it »”). As we can see, the past tense
form has been equalled here with its temporal meaning (time is the meaning of the form and not the
form itself).

4.2.

On the sentence level, language expressions quantify time and aspect uniquely, existentially or
universally. Many authors erroneously associate scope quantification with aspect only. The Bulgarian
aorist form, independently of the information on the aspect, reserves the place for the uniqueness
quantifier (operator) only. Quantification uniqueness is expressed using aorist forms of both perfective
and imperfective verbs. And this proves that scope quantification refers to time rather than to aspect
only; see the sentences below, incorrect in Bulgarian, where each of the aorist forms is in conflict with
an existential or universal quantification expression:

* Toit xon’ u (aorist of an imperfective verb) Tam nowusixoea / unaeu.
* Toit nonaxoea / eunazu 3amuna (aorist of a perfective verb) 3a Codus.
* Tolt nonsaxoea / éunaeu ce nexkys’ a (aorist of an imperfective verb).

4.3.

The distribution of the Bulgarian aorist of perfective and imperfective verbs is dictated by the
language context where the uniqueness quantifier occurs. On the other hand, there are no limitations of
this type on the Bulgarian imperfect and present — they are encountered in contexts with existential,
universal and unique quantifiers. See

Tol nonsxoea xopeme 10 Maiika cu B Henens. — He sometime visited his mother on Sunday.
(existential quantifier)

Toit sunacu meTyBame 3a Codus ¢ aBrodyc. — He always went to Sofia by bus. (universal
quantifier)

Touno 6 mo3u momenm TOW 51 obwuamie ome. — Exactly at this moment he still loved her.
(unique quantifier)

4.4.

The typical lexical means for expressing existential quantification are Bulgarian words and word
combinations: nowsiKoea, HAKO2A, HEGUHA2U, OMepeMe-Haspeme, cecuz-moaeus, wac no wac and their
Polish analogues: czasami, czasem, kiedys, nie zawsze, od czasu do czasu, co jakis czas, po jakims
czasie and others. Some of these expressions are ambiguous with regard to the quantifier strength.
They can have both strong and weak existential meanings, following from either the external or
internal position of the quantifier in the semantic structure of the sentence (Koseska, Gargov 1990).
In its strong quantification meaning, Bulg. nonaxoeca means ‘in some cases’ (8 wsaxou ciyuau, uma
cayyau oa, cayusa ce oa). Its Polish analogues: czasami, nieraz, czasem should be translated as ‘it
happens that’, "it can be that’, e.g.:

Hesennubx e st xybaBo. — He often sang well.
[Nonsikora meemre xy6aBo. — He sometimes sang well.

In the weak existential meaning, the Bulg. nousaxoza corresponds to the Polish expression od czasu
do czasu or czasami, (in the meaning od czasu do czasu ):

ITo Bpeme Ha pabora Mapus noHsKoTa ce orexaante pascesHo. — Od czasu do czasu stychac
byto grzmoty.
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General quantification of time can in turn be expressed either independently or by cooperation of
the following means characteristic for both languages: verb aspects, verbal forms, lexical means
helping to determine the quantification type, e.g. adverbs and various lexical constructions.

Typical language means for expressing universal quantification of time are both Bulgarian: sunazu,
8CeKU NbM, HABCAKbOEe, HUKO2A He, HUKo2d, HUKwvoe, npe3 ysaromo eépeme and their Polish analogues:
zawsze, za kazdym razem, wszedzie, nigdy nie, nigdy, nigdzie, przez caly czas, and others. Some of
these expressions (e.g. gunaeu / zawsze) are ambiguous with respect to the quantifier strength, i.e. they
can have both strong and weak universal meanings. More exactly, Bulgarian: ecexu nvm, nagcaxwvoe,
HuKoz2a He, Huxoaa, Hukwvoe and Polish: za kazdym razem, wszedzie, nigdy nie, nigdy, nigdzie have only
strong meanings of universal quantification of time. On the other hand, Bulgarian npes ysiomo speme
and Polish przez caly czas are only assigned weak meanings of universal quantification of time. The
ambigiuity of sunaeu / zawsze as to the strength of quantifier can be shown on the following examples:

Hamumemme nu mucmo, MBaH BuHark; ro wusmpamamie mo nomjara. — Za kazdym
razem/zawsze;, kiedy Jan konczyt pisac list, wysytat od razu go poczta.
WBan e 6w BuHAr®, MbX Ha Mapus. — Jan zawsze, byl mgzem Marii.

In the first sentence, sunaeu; / zawsze; with the paraphrase ‘each time when ...” are exponents of
strong meanings of universal quantification. In the second example, unacu, / zawsze, possess a
different paraphrase: ‘without a break / all the time’ and express universal quantification within a
unique state, here ,,being Maria’s husband”. The interchangeability of sumacu / zawsze with,
respectively, renpexwvchamo and ciqgle / bez przerwy show that here we have to do with the second
meaning of gunaeu, / zawsze,.

6.

The distribution of the expressions presented in Points 4-5 shows that one cannot talk about the
meanings of selected lexemes without analysing the entire semantic structure of the sentence. This fact
might be trivial, but it is nevertheless worth stressing, since in linguistics the semantics is traditionally
still understood as lexical semantics only.

Let us note that the expressions described in Points 4-5 perform an identical semantically-syntactic
function in the sentence — they quantify time (i.e. states and events) and refer to the predicate. From
the logical viewpoint, they transform the predicate into a logical sentence. Due to the separate
semantic and syntactic character of the quantifier (quantification expression) we propose that it be
placed in an electronic dictionary. However, we would like to stress here that the subject is broader
and can cover both quantitative quantification and quantification of nouns, which will be the subject of
research in our future papers.

7.

Below we present the modifications of some entries existing in Stownik Jezyka Polskiegco PWN
(The PWN Dictionary of Polish) in an abbreviated form:
czasami; egzystencjalny kwantyfikator czasu «czasem, nieraz, niekiedy, w niektorych przypadkach,
zdarza si¢, byway
(czasami; existential quantifier of time «sometimes, more than once, on some occasions, in some
cases, it happens that, it can be thaty)

czasami, egzystencjalny kwantyfikator czasu «od czasu do czasu, co jaki$/pewien czas, zdarza sig,
bywa»
(czasami, existential quantifier of time «from time to time, once in a while, it happens that, it can be
thaty)

czasem, egzystencjalny kwantyfikator czasu «czasami,, nieraz, niekiedy, zdarza si¢, bywa»

(czasem, existential quantifier of time «sometimes,, occasionally, more than once, on some occasions,
it happens that, it can be that»)
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czasem, «przypadkiem, moze»
(czasem, «accidentally, occasionally, might»)

niekiedy egzystencjalny kwantyfikator czasu «co pewien czas, powtarzajac si¢ z przerwami, zdarzajac
si¢ wielokrotnie (cho¢ niezbyt czgsto), w niektorych wypadkach; czasem,; czasami;»

(niekiedy existential quantifier of time «from time to time, repeating with breaks (though not too
often), in some cases; occasionally;. sometimes;)

zawsze; og6lny kwantyfikator czasu «za kazdym razem»
(zawsze; universal quantifier of time «each time »)

zawsze, ogoOlny kwantyfikator czasu «przez caly czas, ktéry si¢ ogarnia mysla; wciaz, stale,
nieustannie»

(zawsze, universal quantifier of time «all the time that we can cover with our thoughts; at all times,
constantly, continuously)

zawsze; «partykuta ekspresywna towarzyszaca zdaniu lub jego czgsci; badz co badz, pomimo
wszystko, w kazdym razie, jednak»
(zawsze; «expressive particle accompanying a sentence or its part; nevertheless, despite all, anyway,

yet»)

nigdy; ogolny kwantyfikator czasu «za kazdym razie nie; w zadnej sytuacji, pod zadnym warunkiem,
wecale, zupetie»

(nigdy; universal quantifier of time «each time not; in no situation, on no condition, not at all,
absolutely not)

nigdy, ogdlny kwantyfikator czasu «zawsze; nie, w zadnym przedziale czasu; wcale, zupetie»
(nigdy, universal quantifier of time «always; not; in no time interval; not at all, absolutely not)

Proposals for selected Bulgarian entries:
MOHSIKOra; KBAHTOP Ha EK3UCTCHIIHATHOCT 32 BPEME «B HAKOH CIyJau, UMa CIyYau Jia, CIy4Ba ce Jax»
(momsikora; existential quantifier of time «in some cases, there are cases such that, it happens that»)

MOHSIKOTA, KBAHTOP Ha EK3UCTCHIIUAIHOCT 32 BPEME «UECTO, PEJOBHO, HAKOJIKO IIBTH
(moHusikora, existential quantifier of time «often, regularly, a number of times»)

BHHATrH; KBAaHTOP Ha BCEOOITHOCT 32 BpEMe «BCEKHU BT, KOTATO...»
(BuHarm; universal quantifier of time «each time, each time when... »)

BHHATrH, KBAaHTOP Ha BCEOOITHOCT 3a BPEME «IIPe3 ISLUIOTO BPEMe»
(BuHarm, universal quantifier of time «all the time»)

Proposals for selected entries in a bilingual Polish-Bulgarian dictionary:

czasami; egzystencjalny kwantyfikator czasu «czasem, nieraz, niekiedy, w niektorych przypadkach,
zdarza sig¢, bywa» (czasami, existential quantifier of time «sometimes, more than once, on some
occasions, in some cases, it happens that, it can be thaty)

— MOHSIKOTa; KBaHTOP Ha €K3MCTEHLMAIHOCT 334 BPeMe «B HAKOH CIIydau, UMa Ciydad Ja, CllyyBa ce
nma» (moHsikora, existential quantifier of time «in some cases, there are cases such that, it happens
thaty)

czasami, egzystencjalny kwantyfikator czasu «od czasu do czasu, co jaki$/pewien czas, zdarza sig,
bywa» (czasami, existential quantifier of time «from time to time, once in a while, it happens that, it
can be that»)

— MOHSIKOTI'a, KBAHTOP Ha €K3UCTEHIIMATHOCT 33 BpEME «4eCTO, PEJOBHO, HAKOJIKO IbTH» (MOHAKOra;
existential quantifier of time «often, regularly, a number of timesy)
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zawsze; ogblny kwantyfikator czasu «za kazdym razemy» (zawsze, universal quantifier of time «each
time »)

— BUHAIH; KBAHTOP Ha BCEOOIIHOCT 32 BPEME «BCEKU BT, BCEKHU IBT, KOTATO... »

(BuHarm; universal quantifier of time «each time, each time when.»)

zawsze, ogolny kwantyfikator czasu «przez caly czas, ktory si¢ ogarnia mysla; wciaz, stale,
nieustannie» (zawsze, universal quantifier of time «all the time that we can cover with our thoughts; at
all times, constantly, continuously)

— BHHATH; KBAaHTOP Ha BCEOOIIHOCT 3a BPEME «IIpe3 LAJIOTO BpeMe»

(BuHarm, universal quantifier of time «all the time»)

zawsze; «partykuta ekspresywna towarzyszaca zdaniu lub jego czgsci; badz co badz, pomimo
wszystko, w kazdym razie, jednak» (zawsze; «expressive particle accompanying a sentence or its part;
nevertheless, despite all, anyway, yet»)

— BCe MaK
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Abstract

The paper discusses some problems related to entry classifiers in digital dictionaries. Information
technologies offer great possibilities to linguists and lexicographers for the development of various
dictionaries, especially for bi- and multilingual digital dictionaries. We use our experience from the
development of a Bulgarian-Polish Digital Dictionary. We briefly present lexical specifications for
Bulgarian in the EC international project MULTEXT-East, developed on the basis of a semantic and
grammatical classification of Bulgarian wordforms.

Keywords: digital dictionaries, entry classifier, morphosyntactic description, state, event, corpus,
lexicon, Bulgarian, Polish

Introduction: Basic Advantages of the Digital vs. Paper Dictionary

Information technologies offer great possibilities to linguists and lexicographers for the
development of various dictionaries, especially for bi- and multilingual digital dictionaries.
First let us mention briefly the basic advantages of the digital vs paper dictionary. The preparation of
the paper dictionary is a continuous process (it takes several months or even years) and the dictionary
remains unchangeable after publication, i.e. the paper dictionary is a static collection of dictionary
entries. The creation of a digital dictionary is also a continuous process in time, but the collection of
words can be continuously expanded. New dictionary entries can be added or their content can be
enriched by addition of supplementary information (grammatical, etymological) about the headword,
of examples (for clarification of usage), of phrases and combinations, etc. The digital dictionary is a
dynamic collection of dictionary entries, which provides a dynamical structure of the dictionary entry
per se. This characteristic admits:

5. a relatively easy adaptation of the lexical database, which the collection of words in a
dictionary actually is, to a new (improved) model of dictionary entry and its enrichment with
new information, for example the addition of the word-forming group of the headword, etc.;

6. perfection of the system of classifiers, used for structuring the dictionary entry in order to
describe optimally the headword;

7. use of the digitally-presented information for the creation of a new (or different type of)
digital dictionary, for example two monolingual digital dictionaries (explanatory or
terminological) in two different languages can be used to produce a new bilingual dictionary,
although in practice that is non-trivial;

8. last but not least — correction of various mistakes if necessary.

Problems and Challenges

One of the main problems of the development of digital dictionaries is the choice of classifiers of
the dictionary entry. Whenever the development of a system of bilingual digital dictionaries, serving
as a basis for a system of multilingual dictionaries in perspective, is concerned, there arises an issue of
unification of the classifiers in the dictionary entry. This is an issue of harmonisation of the classifiers
for various languages, and the solution to this problem has to present a unified selection of classifiers
and a standard form of their presentation. In a broader sense the issue of unification of classifiers in
the dictionary entry approaches the issue of a new part-of-speech classification keeping in mind the
specifications of a digital dictionary.

! The study and preparation of these results have received funding from the EC's Seventh Framework Programme
[FP7/2007-2013] under grant agreement 211938 MONDILEX.
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Classifiers

It is accepted that classifiers carry different morphosyntactic and/or semantic characteristics of the
words (in particular, the dictionary entry). They split the set of words according to their properties.

Most often the classifier connects the word with its respective part of speech, depending on the
class that the word belongs to. But the classifier can also show specific features of the word, such as
gender, number, tense, etc. Tense is a meaning of the form, but has not been fully defined, see the
examples about aorist (aopucm in Bulgarian) and imperfectum (umnepgexm in Bulgarian).

At the current stage of research the part-of-speech classification in a natural language continues to
be under discussion because it is not consecutive. It is based on different criteria (morphological,
syntactic or “narrow” semantic) which are reduced only to the separation of grammatical categories.
Thus the part-of-speech classification is different not only depending on language but is also
significantly different in certain languages (See Koseska, Roszko 2008). This fact made us consider
the unification of the part-of-speech classification at least in MONDILEX’s six Slavic languages —
Bulgarian, Polish, Russian, Slovak, Slovene and Ukrainian. In order to accept a common solution for
the six languages, i.e. a standard type of part-of-speech classification, we start a discussion on these
issues in this article. At the same time we contribute new arguments to this issue on Bulgarian and
Polish material using F. Slawski’s Bulgarian-Polish Dictionary (Stawski 1987) as well as the
examples of machine translation from English to Polish and from English to Bulgarian.

So far the meaning of the forms has been the Achilles’ heel of the description, dictionaries and
corpora, both mono- and bilingual. That is why we shall focus our attention on some entries in the
Bulgarian-Polish Dictionary depending on the form’s meaning and its differentiation from a given
meaning.

Examples

Let us have a look at the following examples of dictionary entries which do not explain anything in
the dictionary. It is not clear whether they concern form or meaning. Neither is it clear what the
meaning of this form is.

Example 1) Entry with headword “aorist”
adpucT, -u m gram. aoryst m

999

This entry with a headword ‘the verbal form “aorist”” does not make clear what kind of aorist is
meant. In Bulgarian aorist can be formed from perfective and imperfective verbs, for instance, nanuca
and nuca. In the sentence “Toii Hanmca naTepecHa kaura” (‘He has written an interesting book”) the
form “nammca” is a perfective aorist. But the form “muca” in “Toii nuca ta3u kaura 5 roguau” (‘He
has been writing this book for 5 years’) is an imperfective aorist.

Perfective aorist determines an event that has happened before the state of speaking and reserves a
place for a unique quantifier in the semantic structure of the sentence. (See Koseska, Mazurkiewicz
1998; Koseska 20006).

Imperfective aorist means a configuration of states and events that have happened before the state
of speaking and reserves a place only for a unique quantifier in the semantic structure of the sentence.
(See Koseska, Mazurkiewicz 1998; Koseska 2006; Koseska, Roszko 2008 in this volume).

In order to describe these two different meanings of “aorist” we suggest the following two new
dictionary entries Entry I and Entry 2.

Entry 1:
a0pHUCT OT CBBPIIEH BHI, -M M gram. — EAMHUYHO CHOWTHE HACTBIMIIO MPEAH CHCTOSIHUETO Ha
uskazBaHero. (In English: 4 unique event that has happened before the state of speaking.).

This meaning is conveyed by Polish perfective praeteritum (See Koseska 2006). For example:
Toii OonenyBa OT TpHIL
On chorowat na grype.

Entry 2:
a0pUCT OT HECBBPUIEH B, - m gram. — CAWHUYHO KBaHTH(UIMpaHa KOHpHryparus OT

CHCTOSIHUSL ¥ CHOUTHSI, U3BBPIIBAIIA CE MPEIN ChCTOSHHETO Ha u3kasBaHeTo (In English: 4 unique-
quantified configuration of states and events that have happened before the state of speaking.).
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This Bulgarian meaning is conveyed by Polish imperfective praeteritum. (See Koseska 2006). For
example:
B 4eTBBPTHK X0AMX TIeMIa 10 IIEHTHpPa Ha rpaja.
W czwartek chodzitam pieszo do centrum miasta.

Example 2) Entry with headword “imperfect”:
HWmnepgexr m gram. Imperfectum n

Just as in the case of aorist, we have no information that in Bulgarian this form (if form is meant
here) is formed from imperfective as well as perfective verbs. We have no information about the
difference in the meaning of the two. The imperfective imperfect serves to determine configurations of
states and events that have happened and lasted before the state of speaking. The form here in contrast
to the imperfective aorist (which is connected with a unique quantifier), reserves a place for all
quantifiers (existential, universal, although rare, unique). (See Mazurkiewicz 2008 in this volume).

In this case our suggestion about the new entry with headword imperfective imperfect is the
following:

HNmnepdekT 0T HeCBBLPIIEH BU, -, m gram. MHOTO3HAYHO KBAaHTH(HUITUPAHA KOHPUTYpAITUSI OT
CBCTOSIHUSL M CHOUTHS, HACTBIWIM M TPaelld NpPEeAd ChCTOSHHETO Ha M3Ka3BaHETO — IO 3HAYCHUE
ChOTBETCTBa ToOJCKaTa ¢opma praeterium ot HecBvpmeH Bun (In English: Multiply-quantified
configuration of states and events that have happened and lasted before the state of speaking — by
meaning corresponds to Polish imperfective praeterium.). (See Koseska, Roszko 2008.)

For example:
Toit moHsIKOTa HaMHpallle BpeMe 3a pa3XxoKa.
On od czasu do czasu znajdowat czas na spacer.

Totli moHsKOTa OOJIeMyBaIIe OT TPHII.
On czasem chorowat na grype.

Concerning the alternative “UmmnepdekT ot cBbpieH BUA” (perfective imperfect) we must note
that it occurs very rarely and only in special modal, conditional contexts, such as:
[uitneme mu (perfective imperfect), paurame (imperfective imperfect) MHOro mrymMm OKOIIO
cede cu.

Example 3)

Let us consider the entry:
MUHaJ part. adi przezly, zeszly, ubiegly; Munanara rommaa dva lata temu; -0 Bpeme
gram. Czas przesty.

Here we have another type of problems. There are three Polish forms “przezly”, “zeszly”,
“ubiegly” that correspond to the Bulgarian form “mmman” (pasf). As in the case of “aorist” and
“imperfect” it is not clear what is meant — meaning or form of past tense.

If a meaning is meant, it is not clear what past tense is meant. If however a form is meant, it must
be mentioned that this is a form with multiple meanings.

We already mentioned (Dimitrova, Koseska 2008) that a single form can have multiple meanings
and they naturally vary in number across the various languages. A solution to this problem would
allow creation of a new L,-L; dictionary from a L;- L, dictionary. How do we invert a Bulgarian-
Polish dictionary entry so that it represents a Polish-Bulgarian dictionary entry? It is obvious that the
elimination of shortcomings among the entries of a given L;- L, bilingual dictionary, eliminating the
impossibility of a new ordering of information with the scope of obtaining an inverted L,-L; bilingual
dictionary, requires a reconsideration of the representation of the relation “form-meaning” in the
dictionary.

An automated inversion of the dictionary is possible and easy to implement only when the relation
“form-form” is considered. But then the inverted dictionary is quite poor and its cognitive value quite
weak.
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In order to keep all different meanings we suggest for discussion the option where each meaning is
shown with the same form but enumerated, for example:
munaja (1) — przezty
muHax (2) — zeszly
muHag (3) — ubiegly
In other words the form is indexed and appears in the list as many times as its different meanings.
Another example from the Bulgarian-Polish Dictionary — the dictionary entry for headword “maii”:
Mmaii (1) m maj ; TbpBH Mali — pierwszy maja;
Mmaii (2) adv. chyba, prawie, zdaje sie, prawdopodobnie.
Maybe in this case it is necessary to list this form a third time so that its third Polish meaning
“prawie” corresponding to Bulgarian “mourn” (a/most) is listed as well:
Mmaii (3) adv. prawie.
Other examples:

He3aBucHMOCT f, (1) — niepodleglos¢ 1
He3aBUCHMOCT f, (2) — niezaleznos¢ f

npesexxaa/M, -m1 vi (1) przeprowadzac
npesexaa/M, - vi (2) przektadaé
npeBe:xaa/™M, -u1 vi napu (3) przelewac (pieniadze)

Kbpn/a, - u /(1) recznik
Kbpn/a, - u f(2) $cierka
KbpH/a, - u f(3) chustka

A short look at the Explanatory Dictionary of Bulgarian (reference) shows us the following two
ways to describe homonymy:
(1) when the forms are different parts of speech, the difference in meaning is shown by indexing
the different meanings
MAJIKO' Hapy. ...B OTPAHUYEHO MM HEJIOCTATHUHO KOIMUECTBO. .
MaJiko® ¢p. Hackopo posieHo MM H3ITIONEHO ChIIECTBO. .
or it is implied by listing the respective part of speech
Mmaii u. Iletnar Mecen Ha roguHaTA. ..
Maii uacm. 3a u3passiBaHe Ha MPEANOIOKECHUE. ..
(2) when the forms belong to the same class, the different meanings are indexed
MHHA' Jc. ... pyITHUK
MuHa’ oC. ... CHAps]
MuHa® o, ... 13pa3 Ha THLETO.

The usage of indexing for each meaning of a form (as in (2)) would allow the Bulgarian-Polish
dictionary to be “inverted” and thus to obtain automatically a Polish-Bulgarian digital dictionary.

Whenever a bilingual digital dictionary is being complied, in the beginning the most common
wordforms (parts of speech) are selected in a given digital corpus of L; language. Then this frequency
dictionary is completed with the translated equivalents from L, language. We must mention here that
besides frequency the forms may be selected according to a certain topic which contains them and
which they describe. In other words, the dictionary may be compiled according to topics (thus
combining topic and frequency).

Suggestions

Our suggestions can be grouped around the mode of form classification and the mode of writing
the meanings of verb tense forms (two types with exact definition that can be “translated” in a formal
language, for example, Petri nets).

We take a step back so to say from the “form-meaning” principle and limit ourselves to the “form-
form” principle in bilingual dictionaries.
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We suggest the headword form in the dictionary entry of the digital dictionary to be indexed according
to the number of meanings, and each different meaning to be related unambiguously to the form. In
this manner most meanings of the form can be encompassed. Such a description might require more
classifiers but it is obvious that the greater number of classifiers provides a more adequate translation
correspondence.

Bulgarian Experience
Traditional grammatical classifications for Bulgarian
Traditional Bulgarian grammar recognizes three main grammatical classifications:
- Semantic-grammatical — depending on the most general common meaning and on the
grammatical properties words are ordered in classes, called parts of speech:
O Nouns (a general terminological meaning of objects with common grammatical
categories — “gender”, “number”, “definiteness”/”indefiniteness”),
O Adjectives (have something in common in their lexical meaning, which is “indication,
property, quality” of an object,
Verbs (common lexical meaning is “action or state” of a person or objects with
common grammatical categories “tense”, “person”, “number”, “mood”, “voice”),
Numerals,
Pronouns,
Prepositions,
Conjunctions,
Interjections,
Particles.
- Morphological classification — according to the criterion “Open-class words or closed-class
words”:
O Open-class words are nouns, adjectives, numerals, pronouns and verbs,
O Closed-class words are adverbs, prepositions, conjunctions, interjections and particles.
- Syntactic (functional) classification — depending on whether the word functions in the
sentence independently or not:
O Nouns, adjectives, numerals, pronouns, verbs, and adverbs are independent,
O Prepositions, conjunctions, and particles are dependent. The interjections are
excluded.

O

(ONONONONONG)

Lexical specifications for Bulgarian in MULTEXT-East

The semantic-grammatical classification of the Bulgarian wordforms was used during the
development of lexical specifications for the Bulgarian language in the EC project MULTEXT-East
(Dimitrova 1998, Dimitrova et al. 1998).

In the MULTEXT-East project multilingual parallel (the translation of G. Orwell’s “1984”) and
comparable (fiction and newspapers) corpora for six East-European languages — Bulgarian, Czech,
Estonian, Hungarian, Romanian, Slovene — were developed and a lexicon was complied for each
corpus and language.

The lexicons have been prepared in the form of lexical lists where each line contains one entry in
the following form:

wordform <tab> lemma <tab> morphosyntactic description

Morphosyntactic description (MSD) contains encoding lexical specifications of the corresponding
wordform (“wordform” represents an inflected form of the lemma). When the wordform (inflected
form) coincides with its main form (lemma), then the entry “lemma” is replaced by “=".

The MULTEXT-East project has provided harmonised lexical specifications for the six East-
European MTE languages and English. The specifications are presented as sets of attribute-values,
with their corresponding codes used to mark them in the lexicons. The core features were determined
(these features are shared by the most of the languages) and this provided the comparability of the
information encoded in the lexicons across the MULTEXT-East languages. Except these “general
properties” the so-called language-specific features were defined, which describe language-specific
morphosyntactic phenomena.
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Bulgarian MSD
Here we shall briefly present morphosyntactic description of the Bulgarian wordforms because
these can provide useful information for digital bilingual Bulgarian-lang2 (digital bilingual
dictionaries with Bulgarian language) as possible classifiers in the dictionary entry with regard to
applications of digital dictionaries in machine translation systems, e-learning, etc.
MSD is defined as a linear string of symbols, representing the morphosyntactic descriptions, the
positions of a string are numbered 0, 1, 2, etc. in the following way:
the symbol at position 0 encodes part of speech;
each symbol at position 1, 2, n, encodes the value of one attribute (person, gender, number, etc.);
if an attribute does not apply, the position in the string contains a hyphen “-”.

Some examples of Bulgarian MSDs:

Oapaban = Nems-n(Noun, common, masculine, singular, no-definiteness)
Oapabanu Oapaban Ncmp-n (Noun, common, masculine, plural, no-definiteness)
Gapabaru GapaGanss  Vmia2s(Verb, main, indicative, aorist, 2™ person, singular)
Oapabanu O6apabans ~ Vmia3s(Verb, main, indicative, aorist, 31 person, singular)
GapaGanu GapaGans ~ Vmip3s(Verb, main, indicative, present, 3 person, singul)

Oapabanu O6apabans  Vmm-2s (Verb, main, imperative, 2" person, singular)
Maii = Nems-n(Noun, common, masculine, singular, no-definiteness)

Mapk = Qgs (Particle, general, simple)

Maii Mags  Vmm-2s (Verb, main, imperative, 2" person, singular)

MHHA = Ncfs-n (Noun, common, feminine, singular, no-definiteness)
MHHA = Ncft (Noun, common, feminine, count)

Mankun Manko Ncnp-n Noun, common, neutral, plural, no-definiteness)

Manku Manbk A---p-n (Adjective, plural, no-definiteness)

MAaJIKUTE Manko Ncnp-y (Noun, common, neutral, plural, yes full article)
MAaJIKUTE Mabk  A---p-y (Adjective, plural, yes full article)

Examples of Machine Translation

Let us have a look at some examples of machine translation, randomly picked from a web-page
with an original text in the English language, which offers translation to Bulgarian, Polish and other
languages.

The lack of adequate classifiers (or any classifiers) in the database (or in the digital dictionaries),
used in the machine translation system, leads to the following translation mismatches:

First example
Original English text:

His play/direct partnership with the Scottish Chamber Orchestra has been particularly fruitful, and as
well as touring extensively with the orchestra he has recorded a disc featuring Mozart's G major and D
minor piano concertos.

Machine translation in Bulgarian:

HeroBara wrpa/mpexkd mNapTHHOPCTBO C LIOTJIAHJICKM KaMepeH aHcaMOba € Omio ocobeHo
MOJ30TBOPHO, a KAKTO H OILE 0 OOCTOMHO ¢ OPKECThpP TOH € 3amrcaHo JHCK, ¢ yJacTHeTo Ha Monapt
G ronemu u Masiku D nnaHo concertos.

Comment:

(For the sake of comparison — English translation (as far as it is possible) of the Bulgarian text: His
game/direct partnership with a Scottish Chamber Orchestra has been particularly beneficial, and as
well as more extensively with an orchestra he was recorded a disc with the participation of Mozart G
major and minor D piano concertos.)

The errors in the machine translation of the sentences in the examples can be grouped as follows:
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e first, the choice of lexical meaning for the translation is wrong:

play = m3mbiiHeHHE <-> Urpa= game

direct = pproBOaH, AUpHKHIpa <-> Tpsik = direct, straight; immediate

fruitful = mmogoTBOpHO <-> MoN30TBOPHO = beneficial

featuring = BKITIOYBaiKM <-> y4actueto = the participation

e second, there is a lack of concordance between pronoun (as subject) and the verb form in the
sentence:

he  Toii (pronoun, masculine)

recorded 3amucaHo (participle, neutral).

Machine translation in Polish:
Jego gra¢ / bezposrednej wspolpracy ze Scottish Chamber Orkiestra byla szczegolnie owocna, jak
rowniez szerokie tournee z orkiestra ma zapisane dysk zawierajacy Mozarta G- dur i d — moll koncerty
fortepianowe.
Comment:
The errors in this sentence are:

e “play” is translated as a verb infinitive due to lack of classifiers, in this case the English “play”

is a noun, not a verb.
e the participle “zapisane” is neutrum and is not in accordance with the masculine noun “dysk”.

Second example
Original English text:

Piotr Anderszewski was born in Warsaw to Polish-Hungarian parents.

Machine translation in Bulgarian:

ITeoTp Anderszewski ¢ poaeH BbB BapimaBa ¢ moJICKUs-YHTaPCKU POAMTEIH.

(For the sake of comparison — English translation (as far as it is possible) of the Bulgarian text: Piotr
Anderszewski was born in Warsaw with the Polish-Hungarian parents.)

Comment:

There is a lack of concordance between qualifier and word that it qualify in the translation of “Polish-
Hungarian parents” “c moacKusi-yHrapcKku poguTenn’”.

Machine translation in Polish:

Anderszewski urodzit si¢ w Warszawa — Wegier do Polski rodzicow.

Comment:

The error here is triggered by the preposition “to”, to which only one meaning is given (from...
Hungary to Poland). The English phrase “Polish — Hungarian parents” is not quite logical. Rather it
should say “parts of Polish and Hungarian origin” or “Hungarian mother and Polish father”.
Furthermore, Warszawa instead of Warszawie — lack of the form of locative case.

Third example
Original English text:

An exclusive artist with Virgin Classics since 2000, Anderszewski's first disc on the Virgin label was
Beethoven's Diabeli Variations, a work which had already fascinated him for a decade.

Machine translation in Bulgarian:

Enun mskmountenen aptuct ¢ Bupmxuncku kimacuka ot 2000 r. Hacam, Anderszewski mbpBusi TUCK
Ha boroponuna etuker ¢ Ha berosen Diabeli BapuanTu 3a pabora, KOSITO BE4e € 09apOBaH MY 3a €JIHO
JIECETHIICTHE.

Comment:

(For the sake of comparison — English translation (as far as it is possible) of the Bulgarian text: One
exceptional artist with Virginia classic since 2000, Anderszewski first disc of Virgin Mary label is of
Beethoven Diabeli work versions, which is already fascinated to him for a decade.)

Machine translation in Polish:
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Artysta na wylaczno$¢ z Virgin Classics od 2000 roku, Anderszewski pierwszy dysk na etykiecie
Dziewicy bylo Beethovena Diabellego wariacje na praceg, ktora fascynowata go juz od dekady.
Comment:

The errors in this sentence are:

genitive case for Anderszewski in the sentence is missing.

the participle “byto” is neutrum and is not in accordance with the masculine noun “dysk”.

the noun “work” is translated as a “prace”, while the right translation is “tvorba”.

in the phrase “wariacje na prace, ktora fascynowata go” the predicate is missing, it should be:
“jest to dzieto, albo jest to utwor, ktory go fascynowat...”.

Fourth example
Original English text:

The 2008-09 season will see Anderszewski giving recitals at Carnegie Hall, Chicago's Symphony
Center, the Walt Disney Concert Hall in Los Angeles and the Royal Festival Hall, London.

Machine translation in Bulgarian:

B ce3on 2008-09 me Buante Anderszewski xato Touku B (as points at ) Kapaern Xon, Unkaro Ha
Cumdbonns nieHTep (Chicago of the Symphony Center), Yont Jucuu KonmeprtHara 3ama B Jloc
Anmxenuc u Posi @ectuban Xoa, JIoHA0H.

Comment:

For the sake of comparison — English translation (as far as it is possible) of the Bulgarian text: During
the 2008-09 season you will see Anderszewski as points at Carnegie Hall, Chicago of the Symphony
Center, the Walt Disney Concert Hall in Los Angeles and the Royal Festival Hall, London.

Machine translation in Polish:

W sezonie 2009 — 09 bedzie zobaczyc Anderszewski podajac motywdéw w Carnegie Hall, Chicago of
the Symphony Center, the Walt Disney Concert Hall in Los Angeles and the Royal Festival Hall,
London.

Comment:

In the Polish translation “mozna” is missing, it should be “mozna bedzie zobaczy¢”. Also the word
“motyv” is not correctly translated.

Fifth example
Original English text:
Currently he lives in Paris and Lisbon.

Machine translation in Bulgarian:

B momenTa Toii sxuBee B [lapmx u JIncaGoH.
Comment:

The translation was performed successfully.

Machine translation in Polish:

Aktualnie mieszka w Paryzu i Lisbona (correct “w Lisbonie”).
Comment:

The locative case for “Lisbon” in the sentence is missing:

In Polish we observe the following mistakes:
-wrong gender,
-lack of cases,
-incorrect translation of tenses — see above the lack of “mozna”,
-incorrectly translated prepositions,
-incorrect translation of lexical meanings (see above the example of “motyv”).
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There is not a single correctly translated sentence in the Polish text, in contrast to Bulgarian, but
that is due to the analytical character of English and Bulgarian, whereas the Polish cases pose an
additional difficulty to the translation software.

Concluding Remarks

In conclusion we want to emphasise that the unification of the classifiers of the dictionary entry
will make electronic dictionaries more attractive. A dictionary with more classifiers will be
significantly more useful to the user. The increase of the number of classifiers of the headwords in the
entry will make machine translation more adequate and enrich electronic dictionaries. We believe that
it is necessary to establish a possibility to obtain the inverse dictionary automatically. With traditional
bilingual dictionaries this is impossible because of the polysemy of forms. Using the contemporary
process theory (Petri nets theory) we suggest that dictionary entries related to time in a natural
language render the content as well as the form. The content must reflect the main elements of time:
the event, the state and the configuration of events and states (see above Example I and 2; and
Mazurkiewicz 2008).
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Abstract

The aim of this paper is to present a Petri net formalism and to show how it can be used for defining
temporal situations. Reichenbach’s schemes have been thought to be used for the same purpose. It is
clear that the net formalism covers the formalism of Reichenbach, treating points on a number line as
events and intervals as states; however, Reichenbach’s formalism does not cover independency of
events, uncertainty of sequencing events and states, and various aspects of modality. Thus, the net
formalism can be viewed as an essential extension of Reichenbach’s one. The scope of this paper is
limited to a presentation of the net formalism, it was not intended to analyze temporal situations from
the linguistic point of view. Presentation of using the net formalism in connection with some specific
linguistic phenomena is expected in forthcoming parts of this study.

Keywords: temporality, grammatical tenses, Reichenbach schemes, Petri Nets

1. Temporality Description Issues

The main difficulty in proper translation of temporal and modal phrases (expressions) consists in
an imprecise description of situations described by these phrases. Additional difficulty is caused by the
fact that different languages exhibit a variety of different means used for the same situations and there
is a great variety of temporal situations expressible directly in one language and not expressible in
another. Clearly, a faithful translation of temporal phrases is of a primary importance, hence there is
an urgent need for a background of strict and reliable temporality description. The main issue
discussed in this paper is how to describe temporality dependencies and which are necessary means to
grasp and express given temporal situations. There are several possible approaches to these questions.

a. Explaining temporal situations formulated in a language by their detailed descriptions
expressed in the same language (self-explaining);

b. Expressing temporality by equivalence of phrases in different languages (the question:
“what does it mean” is replaced by “how it is expressed in another language”). Then
temporality is an abstraction induced by all temporarily equivalent phrases;

c. Expressing temporality by an infer-language (an “in between” language), where the
meaning of temporality is supposed to be known;

d. Creating some formal models of temporal situations and then comparing how they are
described in different languages.

In the present paper the last approach is discussed. The aim of the paper is to present two formal
models of temporality, creating background of understanding the temporal situations and meeting the
following requirements.

e Directedness. The scope of the description possibilities should be limited to temporal
situations only. The intention is to get rid of unnecessary linguistic phenomena that can
obscure the essence of temporality features.

e Completeness. The required model should cover all possible temporal (and modal) situations,
leaving no room for imprecise and intuitive interpretations or for a necessity of relying on
some hidden assumptions.

e Independency. The model description language should not use the linguistic temporal means
specific for different languages; instead, it should have its own formalism of description, not
relying on specifications introduced by existing natural languages.

e Simplicity. The model structure should be simple enough to guarantee its proper
understanding by languages users.

! The study and preparation of these results have received funding from the EC's Seventh Framework Programme
[FP7/2007-2013] under grant agreement 211938 MONDILEX.
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e Applicability. The model should be applicable for possibly large number of situations that can
be described in natural languages. Some temporal situations that can be distinguished in some
natural languages may be not such in other languages; therefore, the required models should
be capable to cover all of them.

Below, two such formal models are presented and compared. Both of them use graphical
representations of temporality. The first one is so-called Reichenbach’s model, formulated in his book
Elements of Symbolic Logic (Reichenbach 1944); the second one is so-called net model, or Petri net
model, formulated by Carl A. Petri (1962) and described in (Koseska-Toszewa, Mazurkiewicz 1988).
2. Reichenbach’s Representation of Temporality

Reichenbach’s model of temporality phenomena was the first graphical representation of temporal
relationships between a speaking subject and described objects occurring in sentences in natural
languages. The basis for this model is a straight line, representing time scale, running from the left to
the right, and some points on it, representing moments occurring in the reality described by the
analyzed sentence. Among them, three points are distinguished: the point of utterance (corresponding
to the moment of speech), the point of event (corresponding to the moment the statement is referring
to), and the point of reference (the moment to which all other moments of the described situation are
referred to).

The following Reichenbach’s schemata can (taken literally from his paper) serve as examples of
using his model for explaining some temporal dependencies. Let consider simple variations based on
phrase “to see John”, expressed in different moments and referring to different moments. According to
(Reichenbach 1944) , we have the following descriptions:

1 had seen John
E R S
I I 1 saw John
R,E S
I I I have seen John
E S.R
|
I
SRE 1 see John
I I 1 shall see John
S.R E
I I I I shall have seen John
S E R

For completeness, Reichenbach introduces an additional graphical symbol to indicate time duration
of some events, as is shown below:

| | 1 had been seeing John
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i I was seeing John

R,E S
I have been seeing John
|
E S,R
E
— I am seeing John
|
S,R

| —1 1 shall be seeing John

| | 1 shall have been seeing John

Actually, the diagrams shown above are not radically different from those given in the previous
scheme; the only difference is that point of event (E) is not a moment anymore, but it is a period of
time. In such a way it introduces a continuity of events, expressed by continuous tenses of English.

The Reichenbach’s model can be summarized by the following table (remembering that events may
be points as well as segments of a time line):

Time ordering Tense

{e, r, s} Present simple
e > {r, s} Present perfect
{s,r} >e _

Future simple
s > {r, e}
s >e—>r
{s,e} >r Future perfect
e—>s—>r
3. .

{e,r} > Past simple
e >r—>s Past perfect
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Petri Net Approach
Reichenbach’s temporal scheme is perfectly suited for English grammatical tenses description. For

more general purposes, as e.g. for comparing grammatical means in different languages, more general
framework is needed. Such a method for describing real temporal schemes on a very basic level,
precisely defined in a formal (natural language independent) way has been formulated by C.A Petri
(1962). Since then, it is widely used for many purposes and interpreted in a number of different ways.
From the name of its author, models using formalism introduced by Petri, are called Petri Nets. For
linguistic purposes, the model presented below seems to fulfill requirements of temporality
description. It is built from the following basic notions:

states, situations expressed in sentences, directly or indirectly

events, initiating or terminating states,

succession, a relation binding events with states that are initiated or terminated by them,

represented graphically by circles, boxes, and arrows:

States: O

Events:

Succession: —>

States, describing situations we are talking about in everyday language, are properties of objects
(or collections of objects). Examples of states are: “the door is open” or “the door is closed”. The
characteristic feature of states is their extension in time — a state is a property holding during some
amount of time. States can be permanent, without beginning or ending (then lasting infinitely long), or
temporary, holding a finite amount of time.

Events are changes of situations; as such, they are momentary, taking no time — they can only
occur in some moments. Example of an event is a change the state of the door from “open” to “closed”
The characteristic feature of any event is that it happens either in the past or in the future with respect
to any chosen moment (saying “e is happening” we have in mind a collection of events, not a single
one).

Succession is a relation between states and events establishing which events initiate (or terminate)
which states. This relation determines a flow of time in the model in such a way that the beginning of
any state always precedes (in time) its ending. The succession can be also treated as a causal
relationship between elements described by nets.

States and events are fundamental concepts of the Petri nets theory; their causal (or temporal)
ordering is the main issue discussed in terms of nets. In general, to describe real situations one needs a
number of states and events, bound together by succession relation. Graphical representation of such a
temporal scheme is a finite directed graph, called a net, with circles and boxes (as its nodes) joined
with arrows (directed arcs). This graph is bipartite, i.e. any arrow leads either from a box to a circle or
from a circle to a box; neither two boxes nor two circles are joined by an arrow. For the present
purposes the graph is additionally assumed to be finite and containing no cycles (without elements
joined with themselves by a sequence of arrows).

The basic constructs used in Petri nets are:

State s is initiated by event e
@ > State s is terminated by event e

Nets arise by arbitrary combinations of the above constructs. Basic (and simple) combinations of
them are:
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Both diagrams describe actions e and ¢, the first action terminates state 1 and initiates two
(coexistent) states 2 and 3, the second action terminates two (coexistent) states 4 and 5, and initiates
state 6. The diagrams below describe other situations:

The first diagram represents state 1 initiated by event a and terminated by exactly one of mutually
excluded events, namely event b or event c; the second diagram represents state 2 initiated by exactly
one of mutually excluded events d and e, and terminated by event f. In this way nets admit a
possibility to deal with some alternative actions. There is a similarity of states, events, and their
mutual relationship to intervals, points, and their relationship on the number line. Namely, any event
begins a state in the same way as a point starts an interval. Points begin some intervals which in turn
are ending with some points. Any interval of the number line is terminated or initiated by a single
point; on the other hand, any point can begin or end many intervals of the line.

4. Histories

Nets describe temporal structures of pieces of reality, limited to states, events, and their mutual
relationship. They can describe a single course of actions as well as a number of such courses,
depending on different possibilities or conditions. Any specific course of actions defined within a net
is a single history supported by the net. There can be one or more different histories supported by the
same temporal scheme; histories can engage only a part of the scheme. In any case, any history must
respect the succession relation between events and states defined by the net. For the time being, as it
has been mentioned above, the temporal schemes without repetitions are considered; nets with
repetitions, i.e. containing cycles, will be discussed in a separate paper. For the needs of the present
aims the following definition is sufficient: a history is a connected part of temporal scheme such that:

1. Any state of the history is initiated or terminated by at most one event of this history,
2. All states initiated or terminated by an event in the history belong to this history.

However, in a history a single event can initiate or terminate a number of states (as a single point
on a number line can start or end a number of intervals).

In general, temporal structures can contain a number of different histories, representing various
possibilities of the course of actions. It is reflected in the net model of such structures by presence of
states ending (or beginning) by a number of events excluding each other. In a history singled out from
such a structure, the termination or initiation of all its states is determined. In any history, two events
can either precede each other, or can be independent —happening independently of each other;
similarly, two states can either precede each other (i.e. the ending of one of them precedes beginning
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of the other), or can be coexistent — both of them exist at some interval of time. The best way to
explain these relationships is to discuss an example of a complex temporal scheme. The diagram given
below represents a net containing more than one history. It consists of 8§ states, 6 events, and 15 arrows
representing the succession relation.

4
T T—O
¢ 7
2
"—>a .
1 ‘ 5 f—’<>
a 8
3
d —p
c 6

Event a terminates state 1 and starts two states, 2 and 3. States 2 and 3 are coexistent, as started
with the same event. State 3 can be ended by two events d and e (mutually excluding each other). State
2 is terminated by event b initiating in turn state 4. If state 3 is terminated by c, state 5 begins to exist,
as initiated by c; otherwise (if state 3 is terminated by d) state 6 begins to exist. States 4 and 5 are
coexistent and terminated by event e. Similarly, states 4 and 6 are coexistent and terminated by
common event f. Events ¢ and d exclude each other; hence, states 5 and 6 are not coexistent, as
initiated by mutually excluded events and then also exclude each other. However, state 4 is coexistent
with 5 as well as with 6. Coexistent states 4 and 5 are closed by event e, and coexistent states 4 and 6
are terminated by event /. Events e and f are excluding each other, since state 4 can be terminated by
exactly one event, either e or f, but not by both of them. Consequently, states 7 and 8 are not
coexistent.

This is an abstract explanation of the above net structure. To be more specific, assign the following
meaning to states and event of the presented net. Namely, interpret it as a (fragment of) a real life
reviewing procedure of a paper submitted for a publication, with states and events explained given in
the tables below.

STATES

1 | Preparing paper
EVENTS

Paper is ready

Preparing evaluation & | End of preparing paper

Waiting for opinion b | Start waiting for opinion

Opinion is positive - — —
p p ¢ | Taking positive decision

Opinion is negative d | Taking negative decision

Expecting publication e | Sending paper to publisher

ool | N | B W N

Thinking about corrections 7 |Rejecting the paper
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Two diagrams below represent two possible histories contained in the above scheme. The first one
is “optimistic”, and in the end the paper is accepted, the second one is “pessimistic”, and in the end the
paper is rejected.

7

—0
O

O—¢

8
7
e | ( )
c
8

: ; 0

6

Analysis of the above histories in terms of the proposed interpretation is left for the interested
reader.

Such an annotated net is a description of a temporal situation in a way independent of linguistic
properties as well as of peculiarities of different languages.

5. State of Utterance

The main objective of net schemes presented here is a description of temporal properties of phrases
in a similar way to Reichenbach’s line sketched above. To explain a phrase expressing a temporal
situation, one has to know objects (states and events) the phrase is referring to, and a state of an
utterance subject. Their mutual combination determines linguistic means adequate to the described
situation. The proper understanding of the phrase describing a given situation depends on proper
choice of its net representation. Once the situation is characterized by a net with a given state of
utterance, phrases of different languages expressing this situation can be compared and analyzed,
using the net scheme as a bridge joining different formal means specific for compared languages.

To this end, one has to construct a net comprising objects of utterance, i.e. to assign objects to
states or events of the net, and to chose a state of utterance. Then the temporal meaning of the
analyzed phrase is completely defined. Placing in a net scheme the state of utterance (i.e. choosing a
state of the scheme where the speaker is situated) has an essential influence on the grammatical form
of the analyzed sentence, similarly as it has been done earlier using Reichenbach’s schemata. In the
net scheme, placing the state of utterance can distinguish the actual history from any other which is
impossible in the accepted course of action. Namely, by introducing the state of utterance, the net
scheme is split into:

(1) the present, past, and future of the history (histories), and
(2) the possible and impossible situations of distinguished histories.
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In graphical representation used here the place representing the state of utterance is marked by a

dot. Some examples of the net representation of some temporal situations are given below. Consider
the net discussed above with 4 as the state of utterance.

Then the whole net is partitioned into three parts:

Past 2 \

4@7

O

Future

f —»O

8

Present

From the point of view of state 4 (the state of utterance) states 1, 2, and events a, b are in the past.
Events e and f are in the future; the future is uncertain, since only one of the two can happen. It
depends on the present, which is also uncertain; the speaker does not know whether state 3 or one of
states 5, 6 is holding now. Moreover, the speaker does not know which one of ¢, d will happen or has
already happened. In other words, at state 4 the speaker does not know which history is going on.
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The next diagram shows the same structure, but with the state of utterance placed in state 7.

Past

Impossible

Then states 1, 2, 3, 4, 5 and events q, b, ¢, e are in the past, while states 6 and 8 will never take
place, although they would be possible if d rather than ¢ had happened in the past.

Placing the state of utterance at place 6 we have the partition of the considered scheme into four
parts: past, future, impossible, and possible at present:

Future

Term “presently possible” means here that, from the point of view of state 4 (of utterance), the
speaker does not know whether it is now 2 or 4, but certainly one of them. As for event b, the speaker
can be sure that either it has happened (and then state 4 is now) or it has not happened yet (and,
consequently, it is still state 2).

6. Enhancing Nets

Two properties of net descriptions are worth to be mentioned. First, in order to a faithful
description of situations, some additional event and states, not mentioned explicitly in their
descriptions, should be inserted into the net. Inserting them into the net serves to proper sequencing of
remaining states and events. Secondly, the net description can be made more or less precise,
depending on the description purposes. Sometimes an event should be refined to more detailed
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structure, as it is shown in the following simple example. The net describes a very simple situation of a
person (for example, John) who leaves his home and goes to his office. The following states of John
are taken into account: 1. John is at home; 2. John is outside of his home; 3. John is on his way to his
office. The single event binding the above states is leaving home (event a). Below the net describing
the above situation is given.

.
T

It says that the state “staying at home” (1) is terminated by action of leaving home (a) and two new
states are initiated: “to be outside home” (2) and “to be on the way to John’s office”(3).

One can contest the qualification “leaving home” as a momentary event without any duration. Then
one can refine the above scheme to the following:

where event a (“leaving home™) has been split into two, more specific events, a; (“begin of leaving
home”) and a, (“end of leaving home”) and a new state 4 (“action of leaving home”) has been
introduced. In this way, “leaving home” lost attribute of being an event and became a state. It is a
general situation: in order to be more specific, states and events can be refined, enhancing
corresponding net. Thus, net descriptions can be enhanced by adding some new objects and by
refining existent objects.

A similar possibility we have in case of states. Consider the scheme

1
. ——(O——

State 1 can be viewed as e.g. “to be on holidays”, event a is the beginning of holidays, b is their
end. To be more specific, one could state explicitly that the first part of holidays are to be spend at the
Baltic sea (state 2), while the rest at home (state 3). Then enhanced net would look like that:

Event ¢ in the above diagram separates states 2 and 3 and the nature of ¢ is left unspecified. In effect
of this transformation, the scheme has been enhanced by adding new elements.
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Both transformations given above make nets more specific; they are called net refinements. There
are possible transformations in the opposite direction, making nets less specific, to avoid some
unnecessary details. Such transformations are called net abstractions. Both of them allow us to tailor
net schemes exactly to the description needs.
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