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Foreword

This volume is the outcome of the efforts of the participants in the project
GA212938 MONDILEX Conceptual Modelling of Networking of Centres for
High-Quality Research in Slavic Lexicography and Their Digital Resources and the
financial support of the European Commission: 7" Framework Programme
Capacities—Research Infrastructures (Design studies for research infrastruc-
tures in all Sciences and Technologies fields).

The MONDILEX project has six participants: (1) Institute of Mathematics and
Informatics, Bulgarian Academy of Sciences (IMI-BAS), Sofia, Bulgaria, which
coordinates the project; (2) Institute of Slavic Studies, Polish Academy of Sciences
(ISS-PAS), Warsaw, Poland, (3) L. Stur Institute of Linguistics, Slovak Academy of
Sciences (ISIL), Bratislava, Slovakia, (4) Jozef Stefan Institute (JSI), Ljubljana,
Slovenia; (5) Institute for Information Transmission Problems, Russian Academy
of Sciences (IITP-RAS); and (6) the Ukrainian Lingua-Information Fund of the
National Academy of Sciences of Ukraine (ULIF-NASU). The partners are
research organisations from six European countries whose six national languages
belong to the Slavic group: four EU members — Bulgaria, Poland, Slovak Republic,
Slovenia, as well as the Russian Federation and Ukraine. All partners are national
centres for research in linguistics, lexicography, and natural language processing.

The main objective of the MONDILEX project was to design a conceptual scheme
of a research infrastructure supporting the networking of centres for high-quality
research in Slavic lexicography. Research infrastructures in general function as sets
of strategic centres of excellence for research, education and training, whose chief
aim is facilitating scientific cooperation and public partnership as well as strength-
ening the interaction between research and applications. As such, research
infrastructures greatly contribute to the development of the knowledge society.

The MONDILEX project was motivated by the need of a sustainable and scalable
infrastructure for institutions involved in creating and supporting a network of mul-
tilingual resources of Slavic languages. Such an infrastructure is necessary in view
of the obvious mismatch between the importance of Slavic languages, spoken by a
substantial part of Europe’s population, and the insufficient number and inadequate
quality of digital lexical resources for these languages.

The project MONDILEX provided a venue for networking activities, such as joint
management and pooling of resources, implementation of standards for products of
digital lexicography, and coordination with relevant international standards and
practices. It demonstrated that unified strategies should contribute to reusability
and interoperability of such resources so that researchers in the humanities and



social sciences as well as business communities could have easy access to bilingual
and multilingual dictionaries of Slavic languages.

The implementation of a Research infrastructure for Slavic lexicography will con-
tribute to the development of a knowledge society, not only by carrying out
research, but also through the combination of various expertises from different
backgrounds, from the development of communication capacities and strengthen-
ing the interaction between research and society. Access to and use of
technologically well-equipped facilities or databases enables young researchers and
students to undertake complex problems as part of high-level interdisciplinary
teams, and qualifies them, in an outstanding manner, for tasks in science or
industry, and fostering their career mobility.

Participation in the MONDILEX consortium enables the sharing of services for
data processing and data collections, the coordinated extension and further devel-
opment of bilingual and multilingual lexical resources, so that researchers in the
humanities and social sciences as well as education and business will be provided
with an easy access to digital bilingual and multilingual dictionaries of Slavic lan-
guages. The MONDILEX project contributes to the preservation and support of the
multilingual and multicultural European heritage. It has laid foundations for further
cooperation, setting up and elaborating a methodology of interaction of remote
research groups and coordination of formats of lexicographic resources.

Ludmila Dimitrova (IMI-BAS)
MONDILEX coordinator



INTRODUCTION

The main aim of the MONDILEX project was to draft a sustainable and scalable
infrastructure for institutions involved in creating and supporting a network of mul-
tilingual resources of Slavic languages. The MONDILEX project studied
accordingly problems concerning the development, management, and reuse of lex-
ical resources in a multilingual context because these play an essential role in a
world of rapidly developing multilingual communication. Lexical resources
provide information on many languages in a common framework and should be re-
usable in many automatic applications and human practices. Such resources
include those developed along the lines of best practices and recommendations like
monolingual and multilingual, parallel, comparable, and annotated corpora, mono-
lingual and bilingual, traditional, electronic and online dictionaries, lexicons,
thesauri, wordnets, ontologies, etc.

Large annotated corpora have recently gained importance as a source of data and
especially as a foundation for adequate linguistic description. As they grow in
quantity, size and variety, their integration and standardisation on the basis of com-
mon concepts and shared frameworks become critical. Automatic annotation tasks
such as word alignment or semantic indexing are computationally very expensive.
So are the investigations of today’s lexicographers, who have to perform complex
searches or other operations over large and heavily annotated corpora and so can
benefit from sharing resources (storage and computing power), even though, due to
copyright and other factors, such sharing must be controlled via a system of access
rights and permissions.

As applied technological aspects become top priority for linguistic studies, the lex-
icographic description of the language system gains importance. The problem of
multilinguality in the global information medium raises the question of an integ-
rated lexicographic description of all languages. The effectiveness of linguistic
technologies depends on the quantitative and qualitative parameters of the lexico-
graphic description.

MONDILEX emphasised the importance of the developed harmonised lexical spe-
cifications in CES format and of the language independence of the tools. The use
of annotated Slavic lexicographic resources with unified lexical descriptions is a
contribution to the production of new bilingual and multilingual Slavic lexical
resources and will open them up to the European academic community.

Another important objective of the MONDILEX project was to present recom-
mendations for standardisation and integration of language resources.



These were the principal founding motives of the project MONDILEX, including
the establishment of a highly efficient environment for creative interaction between
researchers and practitioners in the linguistic disciplines.

The present volume consists of four parts and concluding remarks.

The first part describes different kinds of language resources — lexical databases,
dictionaries, corpora, and grammars. First, some lexical databases are presented,
namely a Slovak morphology database, multilingual corpus linguistics terminology
database, Slovak-Czech lexical database, paremiography database, and Bulgari-
an-Polish lexical database. A presentation of Dictionary of Slovak collocations
covering collocation profiles of several hundred words of different parts of speech
and serving as a base of a modern collocation dictionary, a Bulgarian-Polish On-
line Dictionary and a Ukrainian On-line Dictionary follows. Finally, corpora
(monolingual corpus SynTagRus and multilingual parallel corpora MULTEXT-East
and Bulgarian-Polish) and grammars are also described.

The second part is dedicated to the problems of standardisation of Slavic lexico-
graphic resources and their metadata, among them standards for corpus encoding,
machine readable dictionaries and lexical databases. Also, a proposal is made for a
lexical encoding concentrating on morphological properties of words, esp. of the
strongly inflecting Slavic languages. The format is an application of the new ISO
standard LMF; the core lexical structure and morphosyntactic annotation are from
MTE, with recent extensions for Slovene. A detailed representation of paradigms,
regular derivation, variant spellings, etc. is also given. A universal networking lan-
guage, a tool for global information exchange in computer networks, is presented.

The third part focuses on software environments for digital lexicography, primary
on a conceptual modelling of services for the bilingual lexicographic systems and
their integration with other services of the lexicographic systems. In addition, it
contains a short presentation of various software environments for creating digital
corpora and digital dictionaries (namely, MoinMoin and MediaWiki), and for auto-
mated database processing.

The fourth part describes shortly a technological platform for a research infra-
structure for digital lexicography. The concept of a virtual lexicographic system is
presented in details. Grid infrastructure requirements for supporting research activ-
ities in digital lexicography are discussed.

The section Concluding remarks discusses the impact of research infrastructure
on digital Slavic lexicography.

Some recommendations for corpora annotation, lexical database structure and dic-
tionary entry design and content are presented accordingly.



Part 1. Language Resources in a Research Infrastructure for
Slavic Lexicography

1.1 Lexical Databases

1.1.1 Slovak morphology database

Although the primary purpose of the wiki is to keep the data for the automatized
NLP processing purposes, the data is useful also as a reference database for dic-
tionary-like queries, and therefore the design of the pages has been made with this
goal in mind.

Basic unit of the wiki data is called a page (using MoinMoin terminology). Each
page contains data pertaining to one lexeme, i.e. lemma with full paradigm and
morphology annotation. Each page name is equal to the lemma, taking into account
common capitalization of words in Slovak (proper nouns) (an important point,
because by design the final morphology analyser disregards the capital letters and
gives all the lemmas in lowercase). In case of lexical homonymy, pages are named
by the lemmas with part of speech tag attached in parentheses (e.g. mat’ (V) for a
verb, mat’ (S) for a noun). The page structure attempts to be both human-readable
and human-editable and easily automatically parseable. Page body contains of sev-
eral sections, the first one is the Lema, which contains just one word, the lemma.
Then follows the Paradigma section, containing the inflectional paradigm spelt out
in full. For each grammar category there is one corresponding line, with morpholo-
gical tag separated from the form by a colon (:). Alternative forms per one
grammar category can be either given on a separate line, or on the same line, separ-
ated by a comma (,). At the end of a page there is the part of speech category the
described word belongs to.

Homonymy

Only the basic homonymy — where lemmas for two different words (two different
parts of speech) are identical — is addressed by the database. The other forms of
homonymy (inflectional) are automatically taken care of by keeping the homonyms
under their corresponding lemmas and morphology tags. In case of part of speech
homonymy, there is a special disambiguation page, linking to all the possible lem-
mas.

In Slovak, reflexive verbs are marked by a special separate morpheme sa/si, which
is separated from the verb and has relative freedom of movement around the verb
(Unlike other languages, e.g. in Russian the reflexive pronoun/particle takes a form
of a clitic inseparably bound to the verb). As there exist a reflexive/non-reflexive
dichotomy (i.e. reflexive verbs having almost always their non reflexive counter-



part), only the non reflexive parts in the dictionary, without the sa/si pronoun. Sev-
eral singular cases of reflexive verbs without a meaningful standalone non
reflexive counterpart (smiat’ sa, bat' sa, uvedomit si, cudovat sa) do not pose any
problem — the missing sa is confusing only for the uninitiated users.

Traditionally, sa and si are called “reflexive pronouns” if semantically there is a
discernible action performed on the agent (i.e. they can be seen as contractions of
personal pronouns seba and sebe), otherwise they are considered to be a part of a
verb. This is just a convention — they could be called equally well to be particles,
indeed this is how they are sometimes classified in the traditional Czech grammars.
In the database, they are assigned a special morphology tag R, regardless of their
semantic use.

Statistics

Currently, the wiki contains 77567 entries (Garabik 2008). Categorised by the POS
type, there is the following distribution:

28163 verbs

26061 substantives

13100 adjectives

5069 adverbs

1297 abbreviations

1104 participles

656 interjections

369 particles

369 pronouns

311 numerals

123 prepositions

110 conjunctions

72 citation elements (Note (1))
26 part of multiword expression (Note (2))
2 sa/si

1 By (Note (3))

716 disambiguation pages

Table 1: Distribution of parts of speech

Notes: (1) “Citation element” is a foreign language word appearing in Slovak text,
e.g. most often in book or movie names, or French or Latin quotations. In this data-
base, only a few such words are included. (2) Used to mark standalone morphemes
that are a part of multiword expressions — these are in fact just a remnant of the
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tokenization. (3) Special conditional morpheme, traditionally classified as a
particle.

Scalability

As the total amount of entries in the database reaches tens of thousands, with the
possibility of growth up to several times the number, it is important to achieve reas-
onable scalability of the wiki engine. Since the MoinMoin stores each page in its
own directory and all the directories are stored under one parent directory, it is
important for the underlying file system to be able to cope with many thousand
entries per directory. All the major modern Linux file systems have no problems
with this usage pattern, probably the best file system for this purposes at the
moment is ReiserFS, which has also other convenient features, such as tail-packing
to conserve disk space, since the files used by the backend storage are predomin-
antly way below file system block size. Total size of the data is 1.2 GB of disk
storage.

Basic usage works well, direct searching for a lemma, page editing, revision his-
tory and similar actions are performed without noticeable delays. However, the
built in full text search engine is unable to cope with the amount of data, basic
search for an inflected word form takes typically tens of minutes of 100 % CPU
utilization. After the switch to the Xapian search engine, the search for a word form
is instantaneous. However, other features that depend on number of pages are diffi-
cult to use, e.g. displaying all the pages in one category takes several minutes
(much of the time is not due to searching, but to formatting such a huge number of
links).

Usage

The wiki can be used directly, as a reference dictionary of inflectional data. How -
ever, the main use is mostly as a source of data for a morphology analyser,
transforming the data from the wiki into constant database tables for quick
retrieval, further independent on the wiki software (Garabik 2008). The data are
also converted into a nicer looking format for the DICT server (RFC 2229) for a
quick web-based search, integrated with several other Slovak language dictionar-
ies.

1.1.2 Multilingual Corpus Linguistics terminology database

As the corpus linguistics is relatively new in Slavic languages — the development
began only after the personal computer boom — there is no unified terminology of
this field. The terminology started to develop uncontrollably, either by directly
adopting English terms or by calquing the English expressions, or by embracing
and extending existing linguistic terminology in each country. This development
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lead to widely varied terminology in different countries, and even to different ter-
minology used by different institution in the same country, while sometimes the
English terms are considered to be just a part of an informal slang.

The key issue is to harmonise the definitions and thus ensure consistency and clar-
ity of information across the languages, especially when communicating with
experts from various countries, where the use of bridge language is often not suffi-
cient, or when dealing with bilingual or multilingual resources, with the consequent
need of multilingual documentation. The database has been designed in a way to
function as a quick reference source of terms in different languages, which has
influenced its overall design (Simkova et al. 2009). The database, once finished,
could be also used to compare the usage and acceptance of English terms in various
languages.

Implementation

Multilingual terminology database (MLTD) is uses the MoinMoin wiki engine as a
backend. The data is kept in plain text files, with one file (MoinMoin page) corres -
ponding to one terminology entry. The technical implementation, and to an extent a
terminology entry structure has been inspired by the Slovak Terminology Database
design (Levicka 2007, 2008). This design allows the internal format of the database
entry to be kept very simple, nothing more than a plain text file with a minimal lay-
out, without any special formatting markup. By a design decision, internal page
format does not use any immediately visible markup language. The motivation
stems from the empirical observation regarding usability — the presence of any,
even the most incopious markup distracts the editors, unless they are reasonably
well trained in the markup (and discourages them to learn to use the system). The
markup is hidden in the overall text structure, using nothing more than strategically
placed paragraph breaks, colons and parentheses used in a relatively (hopefully)
intuitive way.

Each page consists of several entries (one for each language), separated by an
empty line. Each entry starts with a term name, prefixed with an ISO 639-1 lan-
guage identifier separated by a colon (:), followed by an empty line, followed by a
definition, followed (immediately) by a source of the definition. Each page can
belong to one or more categories — these are expressed by using the usual category
mechanism (adding Category* link to the end of the page). A special parser for
MoinMoin has been written to display the entries in a distinct graphical way. Main
features of the parser are:

* language entries are separated by a horizontal ruler
* ISO 639-1 language identifiers point to an external URL with more inform-
ation about the language used
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* English term is hyperlinked with the corresponding English Wikipedia
entry definition source is emphasized
* URLs in definitions or sources are automatically recognized

The points outlined are implemented in order to make the navigation around the
database more efficient — they should be thought of as a visual and formatting aid
to the database representation, not as a part of the database itself. In fact, the parser
can be very easily modified to accommodate different visual styles and different
formatting representations.

Terminology entries have been often described using encyclopadic style and
format — under the general headword there are often specified other, narrow mean-
ings (e.g. korpus — korpus hovorenych textov: elektronicka databaza hovorenej
formy jazyka; — korpus pisanych textov: elektronicka databaza pisanej formy
jazyka; — narodny korpus: jednojazycny korpus textov konkrétneho narodného
(jazykového) spolocenstva; — synchronny korpus: korpus jazyka v jeho sucasnej
vyvinove] faze; — vSeobecny korpus: neSpecificky, zakladny korpus zahfiajici
Siroké spektrum jazykovych Stylov a Zanrov, vecnych oblasti (domén), autorskych
generacii, vydavatel'skych uzov, regionov a pod.). However, in the MLTD, each of
the meanings has to be entered separately.

1.1.3 Slovak-Czech Lexical Database

The primary design goals of the dictionaries created with the help of the database:

* to be primarily a passive readers' dictionaries
* to be general purpose, “traditional” middle sized (cca. 20-30 thousand
entries) dictionaries, with good coverage of different expressions and false
friends
* to contain information on levels of usage
From this it follows that the lexical database had to meet the following require-
ments:

* to be a web based database with queries performed not just by lemmata,
but also by varying wordforms

* to include links into various entry related information (such as morphology
paradigm)

* to enable easy, online updating and editing by multiple editors

The last two points are satisfied by using wiki based software. The database uses
the MoinMoin wiki engine, because it supports custom page parsers and plugins
that can be tailored to the needs of an online lexical database. On the other hand,
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MoinMoin full-text search is not really scalable — it is a problem especially con-
cerning the Category pages, which internally use the full-text search mechanism.
Therefore category pages are not used in the database design.

Basic structure of the database

Basic building block of the database is an entry, which, using MoinMoin termino-
logy, is called a page. It is is used to cover information pertaining to strictly one
word meaning, information about homonyms is delegated to the overlying database
structure. Each page is uniquely identified by its name, which by convention cor-
responds to the lemma, or, in case of homonymy, the page name consists of a
lemma and a disambiguation identifier (Roman or Arabic numeral).

Lexical entry microstructure

Each page (database entry) is kept in a tabular form, where each item (row) has a
predefined form and/or content. As an aid for the editors, fields that contain
primary linguistic information have a language flag that indicates the language of
that field (i.e. either sk or cs).

Paradigm (sk)

The paradigm field contains an identification of lemma's inflectional paradigm.
Since the morphology is also stored in a MoinMoin wiki, the identifier is formatted
and displayed as an inter-wiki link, to allow easy one-click access to the complete
word morphology. Since all the word forms are available, the entries do not contain
any other inflectional information (traditionally, Czech and Slovak dictionaries
contain genitive singular and nominative plural suffixes for nouns, or the 3™ person
singular and plural indicative forms for verbs). Similarly, since the paradigm con-
tains a complete morphosyntactic specification including a part of speech category,
there is no need to indicate the part of speech separately in the database.

Translation (cs)

The translation field contains direct Czech translation of the Slovak word (or of its
particular meaning). The best Czech equivalent is chosen. In case there are two or
more equally good possibilities, all of them are used, separated by a semicolon (;).
The etymological relation between the words are taken into account, and preferably
etymologically related translation is used. (For example, the Slovak word
Jjazykoveda is translated by the Czech jazykovéda, even if it could be equally well
translated by Czech lingvistika, and the Slovak word lingvistika is translated as
lingvistika, even if the Czech jazykovéda would be a good translation, too.)

In case there is no direct or indirect Czech equivalent of the Slovak word (e.g.,
pahreba), this field should contain a description of the semantic content.
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Number specification (sk)

This field contains the classification of typical or prevalent number or gender char-
acteristics of the word (for nouns). Possible values are:

* usually plural

* usually masculine or feminine
* masculine or feminine

» feminine or neuter

» feminine, usually plural

* masculine, usually plural

* neuter, usually plural

* exclusively plural

» exclusively singular

Qualifier (sk)

This field contains a terminological and/or style qualifier(s), or a special keyword
denoting a phrase. The qualifiers are taken out of a fixed set of abbreviated words.
When editing this field, the lexicographer is provided with a checkbox entry for
each of the qualifiers.

Gloss 1 & 2

Gloss 1 narrows down the semantics — shade of meaning of the entry word or its
semantic and functional equivalent. Gloss 2 comments on the typical usage of the
word.

Exemplification

The exemplification is not a single field, but consists of a variable number of Slov-
ak-Czech exemplification pairs. The Slovak exemplification is primary, the Czech
exemplification should be an appropriate translation of the Slovak one. The table
displays all the non-empty exemplifications, plus an empty input field for the last
Slovak one (to enable the editor to add another exemplification pairs).

Note

The note contains assorted notes for the dictionary user, relevant to the entry. There
is a magic word viz (Czech for cf.) to denote a reference to another entry (such as a
close synonym, an antonym, comments on significant style characteristics of the
Czech equivalents or other related word).

False friends

This field contains a list of false friends, separated by a semicolon. The database
does not distinguish between variants of false friends (originating in Slovak or
Czech, with a similar meaning, with a completely different meaning...)
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Comment

This field is intended for any other comments by the editors — as such, it will not be
displayed in the final entry form.

Sense disambiguation mesostructure

There is no place in the entry microstructure to be filled in with hints concerning
homonymy disambiguation. Instead, this information is encoded into the overlay-
ing database nomenclature of entries instead, following to some extent the usual
lexicographic classification. At the lowest level, an entry is identified by its head-
word (MoinMoin page name), which — as its first function — directly encodes the
lexeme's lemma. If there are two or more closely related, functionally and pragmat-
ically identical word variants (e.g. spelling variations, such as mliekar; mliekar}), a
headword can contain more variants, separated by a semicolon (;) as a convenient
shortcut. This should be thought of as a shorthand for database compilers, nothing
more — functionally, such an entry is equivalent to describing both (or more) vari-
ants in full.

A headword can have a trailing uppercase Roman numeral, separated by a space.
This is used to mark off major homonyms (or even homographs — such as part of
speech homonymy, or a completely — even etymologically — unrelated meaning).

An entry can be created as a subpage of an already existing entry, by using Moin-
Moin's mechanism for subpages. A subpage XX of a page YY is an ordinary page,
with a special name written as YY/XX (i.e. the subpage name follows the main
page, separated by a slash). Subpages of a given page are logically clumped
together, in the formatted entry output they are displayed nested with the primary
page. Subpages are used to connect diminutives, augmentatives and phrasal units to
the principal word. Although MoinMoin allows for the whole hierarchy of sub-
pages, only the first level subpages are used (with the exception of sense
disambiguation, as outlined the following paragraph).

A headword can have a trailing slash and an Arabic numeral. While technically a
subpage, this is used as a weaker variant of a Roman numeral disambiguation in
cases, where the words are related and the meaning does not diverge that much. A
Roman numeral major disambiguation can be combined with an Arabic numeral
minor one (e.g. ¢ap I/1 — a pivot, journal (mechanical device), ¢ap 1/2 — a hinge,
Cap II/1 — a splash, ¢ap 11/2 — a catch (act of catching)).

A headword can contain parenthesized reflexive pronouns (sa), (si) (note that sa
can be added to almost any transitive Slovak (and as se to a Czech) verb to express
reflexivity, and si can be added to almost any verb). This is used with those cases
which are either very frequent, or where the reflexive form diverges in its meaning
from the non-reflexive one.
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Also, this is used with words which do not have straight one-to-one Czech equival -
ent, in case the presence of the reflexive does not change the basic meaning and
usage of the word (e.g. dopukat’ (sa) — to crack (about skin)).

Technical implementation

The dictionary has been pre-filled with a bilingual glossary of about 60 thousand
word pairs and with links into the morphology analyser wiki, in order to ease the
initial editing and to enhance the usefulness of the database by offering at least the
first-guess translation and morphology paradigm of the words that would not get
into the “core” (Garabik, Spirudova 2009).

A page is internally stored as a flat plain text file, with each line corresponding to
one table row, with the field name followed by a colon (:), followed by a field
value (which can be empty). There is a special MoinMoin formatter plugin that dis-
plays the table in a human-friendly way, together with a final, streamlined
formatted entry, together with a custom MoinMoin action that is used to edit just
one specific table row. The action code has hardwired fields that can contain only a
fixed set of values (number specification and qualifier) and provides the editor with
checkboxes for all the possible values. The tabular format of the dictionary entries
displays the information in a clear and obvious way, however it is quite unsuitable
for the intended published (paper) dictionary, and there is also the need to present
the information in a more compact, concise form also for the internet-based ver-
sion. Therefore the table is parsed and formatted into a traditionally looking entry.

Licensing

The database is publicly accessible and editable under a triple license, GNU Free
documentation license v. 1.2 and Creative commons Contribution-Share alike (CC-
BY-SA) license v. 3.0 for the use in text document, and under Affero GNU Public
license v. 3 for use in computer programs (where by “linking” as specified in the
license text is understood any use of the dictionary data by a computer program).

1.1.4 Paremiography database

The database is build using MoinMoin engine. Since the most of the data has been
obtained via OCR, the most common sources of errors stemming from scanning,
converting and parsing the texts are discussed. A paremiography dictionary (or a
database) spreads lexicographic description of a language into a broader realm of
commonly used expressions, and as such, it extends and complements the (better
researched and described) dictionaries of idioms.

Concerning Slovak language, so far unsurpassed paremiography collection is a
compilation by Adolf P. Zaturecky (Zaturecky 1896), first published in 1896. It
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contains over 10 000 different proverbs (not counting variants). The influence of
this work on any subsequent paremiography compilations was immense, since no
other collection came even close to the volume of this work, and there was virtu-
ally no need to engage in additional field research — following compilations just
upgraded and refined selected subsets of Zaturecky's collection. The collection
itself has been reprinted several times (with the orthography and language pro-
gressively converted to ever increasingly modern Slovak, acquiring additional
notes and comments), the most recent edition was published as late as in 2006
(Zaturecky 2006).

The core of the collection is made up of proverbs, sayings and locutions. However,
there are also some more indefinite units (pieces of weather-lore, rhymes etc.) as
well as other types of phraseologisms (similes, figurative expressions). Although
the collection does not record phraseology in its entire extent but concentrates on
one type of idioms — proverbs and sayings, i. e. stable sentences. Zaturecky divided
the entire material into 20 thematic groups (man, one's age, sex, family and home,
human body, its needs, disease and death, social circumstances, social classes,
status, descent and employment, possession and nourishment, food, clothes, clean-
liness and dance, human intellect, general rules of wisdom and carefulness etc.).
The collection includes immensely valuable material which is however only insuf-
ficiently exploited and explored from the point of view of linguistic theory and
interdisciplinary research. Zaturecky tried to solve the problem of variability of
proverbs. His correspondence with other scholars gives also evidence of his interest
in the semantics and etymology of proverbs. Zaturecky, together with DobSinsky
dealt also with paremiological terminology and they attempted to elaborate optimal
taxonomy of thematic concepts. Zaturecky combined an alphabetical order of state-
ments within the thematic groups. He also applied the formal criterion of division
within particular groups and elaborated the index of key words.

Technical implementation

The database has been implemented as a straight, unmodified MoinMoin installa-
tion (http://moinmo.in). Since the database is expected to be pre-filled with the
data, it will be used mostly in passive mode (searching the data) and the editing
will be limited to occasional fixing of typos and OCR errors, there was no need to
design an additional user-friendly data visualization and/or editing. The database
micro- and macro-structure is implemented only in a set of guidelines for the users,
concerning article structure and components, while keeping standard MoinMoin
syntax (in fact, only a tiny subset of it, to facilitate further automatized article pars-
ing). The database maps one (semantic) locution into one wiki page. The page
starts with locution variants, separated by an empty lines (visualised as separate
paragraphs), followed by an optional comment (currently used to note the locution
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number in Zaturecky's collection, if applicable), followed by a list of categories the
locution belongs to (see Tab. \ref{tbl:formalism}). Initially, the core of the database
consisted of proverbs from the published subset of Zaturecky collection (Mlacek,
Profantova 1996), extended by selected proverbs from two other sources (Miko
1989, Smieskova 1988). To these first 2828 entries, was then added Chapter 3 of
Zaturecky's collection.

Deriving a page name

The database uses carefully designed “semantic hash” for its page names — trying
to reduce the locution down to as little words as possible, while keeping a hint of
the meaning in the resulting name.

The page names are constructed by eliminating “unimportant” words from the
locutions. Not only lexical words (such as nouns, verbs, adverbs, adjectives) are
kept in the names, but also prepositions and two words sa and si. The presence of
preposition is necessitated by not lemmatising the nouns — the case is often gov-
ermmed by prepositions and excluding the preposition would lead to markedly
ungrammatical sentences. Sa and si form (among other possibilities) a part of
reflexive verbs, and leaving out an obligatory reflexive marker would again
emphasise ungrammaticality.

To keep the page names short, there are at most two words that are either noun or
verb (with the exception of forms of verbs mat, byt and jest’ (“to eat”, 3™ person
singular je is homonymous with the same Slovak morphology database is kept in a
MoinMoin wiki system, with a complete paradigm for each word present in the
database. The database covers all the words present in the Short Dictionary of the
Slovak Language, 4™ edition (over 60 000 entries). Although the primary purpose
of the wiki is to keep the data for the automatized NLP processing purposes, the
data is useful also as a reference database for dictionary-like queries, and therefore
the design of the pages has been made with this goal in mind.

Basic unit of the wiki data is called a page (using MoinMoin terminology). Each
page contains data pertaining to one lexeme, i.e. lemma with full paradigm and
morphology annotation. Each page name is equal to the lemma, taking into account
common capitalization of words in Slovak (proper nouns) (an important point,
because by design the final morphology analyser disregards the capital letters and
gives all the lemmas in lowercase). In case of lexical homonymy, pages are named
by the lemmas with part of speech tag attached in parentheses (e.g. mat (V) for a
verb, mat’ (S) for a noun). The page structure attempts to be both human-readable
and human-editable and easily automatically parseable. Page body contains of sev-
eral sections, the first one is the Lema, which contains just one word, the lemma.
Then follows the Paradigma section, containing the inflectional paradigm spelt out
in full. For each grammar category there is one corresponding line, with morpholo-
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gical tag separated from the form by a colon (:). Alternative forms per one gram-
mar category can be either given on a separate line, or on the same line, separated
by a comma (,). At the end of a page there is the part of speech category the
described word belongs to.

Homonymy

Only the basic homonymy — where lemmas for two different words (two different
parts of speech) are identical — is addressed by the database. The other forms of
homonymy (inflectional) are automatically taken care of by keeping the homonyms
under their corresponding lemmas and morphology tags. In case of part of speech
homonymy, there is a special disambiguation page, linking to all the possible lem-
mas.

In Slovak, reflexive verbs are marked by a special separate morpheme sa/si, which
is separated from the verb and has relative freedom of movement around the verb
(Unlike other languages, e.g. in Russian the reflexive pronoun/particle takes a form
of a clitic inseparably bound to the verb). As there exist a reflexive/non-reflexive
dichotomy (i.e. reflexive verbs having almost always their non reflexive counter-
part), only the non reflexive parts in the dictionary, without the sa/si pronoun.
Several singular cases of reflexive verbs without a meaningful standalone non
reflexive counterpart (smiat sa, bat sa, uvedomit si, cudovat sa) do not pose any
problem — the missing sa is confusing only for the uninitiated users.

Traditionally, sa and si are called “reflexive pronouns” if semantically there is a
discernible action performed on the agent (i.e. they can be seen as contractions of
personal pronouns seba and sebe), otherwise they are considered to be a part of a
verb. This is just a convention — they could be called equally well to be particles,
indeed this is how they are sometimes classified in the traditional Czech grammars.
In the database, they are assigned a special morphology tag R, regardless of their
semantic use.

1.1.5 Bulgarian-Polish Lexical Database

Unification of classifiers

One of the main problems of the development of digital dictionaries is the choice
of classifiers. Whenever the development of a system of bilingual dictionaries
(serving as a future basis for a system of multilingual dictionaries) is concerned,
there arises the issue of unification of the classifiers in the dictionary entry. In order
to harmonise the classifiers for various languages, we need to present a unified se-
lection of classifiers and a standard form of their presentation. In a broader sense,
the issue of unifying classifiers in the dictionary entry is close to the issue of a new
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part-of-speech classification oriented towards the specifications of a digital diction-
ary. For example, the unification of classifiers in the proposed structure of the lex-
ical database (LDB) that support the Bulgarian—Polish online dictionary allows
synchronisation and unified representation for the data on the two languages (Di-
mitrova, Koseska 2008b, 2009a).

An important classifier of the verb which must be included in the dictionary entry
refers to the transitivity or intransitivity of the verb. The tendency of including
more classifiers in the dictionary entry confirms the necessity of a classifier reflect-
ing transitivity or intransitivity of the verb. It is a common practice to list as a
headword in the dictionary entries the infinitive of the verb. In Bulgarian the infin-
itive has disappeared and has been functionally replaced by the “da-construction”,
which connects the particle “da” to the present tense forms. In this respect Bul-
garian is more similar to other Balkan languages (Modern Greek, for example), but
differs from Polish where the infinitive is preserved. This is an important example
for the requirement of distinguishing a form from its function and meaning. The
present tense form in this case does not have “present tense” meaning. In the Bul-
garian verb entries it is accepted to list as headword the 1st person singular form of
the present tense.

The classifier “aspect” of a verb is universally accepted. So the “aspect” classifier
in the dictionary entry for a Slavic language is obligatory. The aspect in Slavic lan-
guages is a well-formed grammatical category whose meaning boils down to the
expression of events — by the perfective aspect, and states — by the imperfective
aspect, where “event” and “state” as described in the net description of temporality
in a natural language were interpreted. In languages such as Polish, Czech, Slovak,
Ukrainian and Russian, in which “aspect” is a strongly developed semantic and
grammatical category, there are few tense forms. This is not the case in South
Slavic languages, in which, for example, in Bulgarian, has a high number of tense
forms as well as a strongly developed semantic and grammatical category “aspect”.
As we know, the languages which lack the grammatical category “aspect”, such as
Latin, French, Italian or Spanish, has a high number of tense forms. As mentioned
in (Koseska 2009b), there are two distinct tendencies in the South Slavic languages
— the first towards reduction of tense forms (Croatian/Serbian), the second one
towards reduction or extinction of the aspect. So it should happen in Bulgarian, but
does not! In Bulgarian the development of category “aspect” does not lead to a
reduction of the tense forms.

The work under the MONDILEX project demonstrates the potential for developing
useful lexicographic reference works (both digital and hardcopy) by using the
format of a LDB and an adequate mathematical foundation. Various parameters of
classification of the lexicon are likely to emerge in the process of developing a lex -
ical database. As this will possibly occur through distributed effort, it highlights the
importance of an interface to the lexicographic system. The LDBs should be
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brought in line with one another by sharing theoretical concepts and platforms.
Synchronisation and unification of bilingual dictionaries entails a uniform structure
of the dictionary entry; the unification of classifiers for presenting headwords; a
synchronous presentation of morpho-syntactic features, and a uniform presentation
of the content. Common suggestions of the Bulgarian and the Polish teams regard-
ing the unification of classifiers can be grouped around the mode of classification
of forms and the mode of denoting the meanings of verb tense forms (two types
with exact definition that can be “translated” in a formal language).

Structure of a traditional paper dictionary entry:

Headword

Formal Features - phonetics, grammar, morphology, syntax,
etymology, style

Semantic information

Quotations

Additional information:

1. Derivatives

2. Phrases

3. Examples - phrasal and sentence usages, illustrations

Formal Model

The formal model for dictionary encoding should be developed in accordance with
the complex structures of the dictionary entries. These structures reflect to the con-
tent of the dictionary entries, which are very different and depend of the
grammatical features of the headwords.

The starting point for the formal model of lexical database (LDB) of the first Bul-
garian-Polish experimental online dictionary (Dimitrova et al. 2009b) is the
CONCEDE model for dictionary encoding. This model was developed in the
framework of the EC project CONCEDE (Consortium for Central European Dic-
tionary Encoding').

The tagset for LDB of the Bulgarian-Polish online dictionary contains 3 structural
tags and a set of content tags.

(1) The structural tags are:

alt — a tag indicates alternation, though generally for use in quite different contexts,
entry - a tag, contains the dictionary entry,
struc- a tag indicates separate independent part in the dictionary entry.

' http://www.itri.brighton.ac.uk/projects/concede/
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(2) The set of content tags includes all other tags case, def, domain, eg, etym, gen,
geo, gram, hw, itype, lang, m, mood, number, orth, person, pos, q, register,
source, subc, time, tns, trans, usg, xr.

The hw tag contains the headword and is used for alphabetization and indexing,
access. The pos tag indicates the part of speech assigned to a dictionary headword
(noun, verb, adjective, etc.): <hw>cBoo6oa|a’</hw><pos>noun</pos>.

The xr tag uses to indicate a cross reference with the pointer:
<hw>nocTposi’BajM</hw> <xr>mocTpo|s’<xr>.

The gram tag contains grammatical information relating to a word other than
gender, number, case, person, tense, mood, itype, as these all have their own ele-
ment, for example, perfective aspect and imperfective (progressive) aspect:
<gram>imperfective</gram>. The subc tag contains sub-categorization informa-
tion (transitive/intransitive for verbs, countable/non-count for nouns, etc.): <subc>
transitive </subc>.

For a more adequate description of the Bulgarian verbs, two new tags are being
introduced to represent the verb’s conjugation (Bulgarian verbs are divided into 3
conjugations): conjugation - a new tag is added to represent the conjugation of
verbs; its structure allows the subtag type for the possible types of conjugations of
Bulgarian verbs. Furthermore, it is allowed to input additional information in the
gram tag for the aspect — perfect and progressive of verbs, and in subc tag — for
transitivity/intransitivity of verbs. The value “NILL” in order to represent empty
corresponding values was introduced.

The selection of headwords included in this LDB is based on the Bulgarian-Polish
parallel corpus. The main forms (lemmata) of the most frequent word forms in the
corpus are selected. The word distribution according to parts of speech follows the
CONCEDE model: open parts of speech - no more than 90 %, closed parts of
speech — minimum 10% of the whole set of lemmata chosen.

Let us consider an entry of the Bulgarian—Polish LDB, whose respective dictionary
entry of the Bulgarian—Polish printed dictionary is:

cn|s, -u vi. spac; ~im MM ce chce mi si¢ spac, ogarnia mnie senno$c¢
The grammatical features of this Bulgarian verb cnsa /sleep/ are:

aspect - imperfect (progressive) /mecsvpuien suod/, this verb is intransitive
/Henpexooen/, its conjugation is a Il type /Il cnpesicenuel.

The structure of the entry with headword cns /sleep/ in Bulgarian—Polish LDB fol-
lows:
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<entry>

<hw>en|sa</hw>

<pos>verb</pos>

<gram>imperfect</gram>

<conjugation><orth>-num</orth>
<type>II</type>

</conjugation>

<subc>intransitive</subc>

<struc type="Sense" n="1">

<trans> spa¢ </trans>

</struc>

<struc type="Derivation" n="1">

<orth>~m My ce</orth>

<struc type="Sense" n="1">

<trans> chce mi sie spa¢ </trans>

<alt><trans> ogarnia mnie senno$é¢ </trans></alt>

</struc>

</struc>

</entry>

Realization of homonyms

The meanings of homonyms are entered in the dictionary as different database
records. On the word entry page, there is a field where the user must specify a
homonym index — a number which shows the order of the meanings.

For the representation of the homonym it is necessary to fill in the value of the
attribute n (homonym index) in the tag <entry>:

<entry n="1"><hw>|sicen</hw>

<gen>Mm.</gen>

<struc type="Sense" n="1">

<def>llMpoOKOIMCTHO IOBPBO C IepecTu HazbOeHUM JmcTa U
AKa, TpaVHa ¥ ejlacTMYHa ObpBeCcuHa, Fraxinus;
ocen.</def></struc>

</entry>

<entry n="2"><hw>|sicen</hw>

<pos>npui.</pos>

<struc type="Sense" n="1">

<def>3a Hebe, BpemMe ¥ OI. — KOMTO He € MNOKPpUT C obJjauy, BBB
WY Ope3 KOMTO HaMa objauyu, MbIJla; BeObp, CBeTHJ. [IpoT.
MpaueH, obmyaueH.</def>

<eg><g>fcHo Hebe.</g></eg></struc>

<struc type="Sense" n="2">
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<def>CpeT®wy, OmecTsam, cuseH.</def>

<eg><g>To He OMJIO SCHO CJ'BHLE, Hal MM Omia cama Hema.
Hap.no.</g><g>fcum 3Be3mm.</q></eg></struc>

<struc type="Sense" n="3"><usg type="register">mnpeu.</usg>
<def>3a rysac, 3BYyK - 3BBHJUB, UMUCT, OUCTBP,
npusten.</def></struc>

<struc type="Sense" n="4"><usg type="register">npeH.</usg>
<def>KomTo ce uyBa, BMXKIa MIM pas3bupa nodpe; OTUETIUB,
pasbpan.</def>

<eg><g>fdceH ToBOP.</g><g>fdcHo nmcmo.</g><g>sScHa
MUCHI.</g></eg></struc>

</entry>

Technical implementation

To enable Internet access to the Bulgarian-Polish dictionary, a relational database is
used. The lexical database is converted to the relational database with the help of
tables containing search data and indices. This organization allows an automatic
creation of a dictionary entry for a Polish word, whenever there is a one-to-one
translation equivalent.

Relational Database

The LDB serves to design and develop the relational database, which is the basis
for the subsequent development of the web-based application for support of the
Bulgarian-Polish dictionary.

The model of a relational database is based on lexical entries. An option enabling
the translation from Polish to Bulgarian was also provided in the relational data-
base's design. The translation will be automatically made only from the main
meanings of the Bulgarian headwords. All additional information, like senses, quo-
tations, derivations, phrases, etc. should be updated by an authorized human editor.
Of course, the input of information about the Polish word must be done addition-
ally.

The structure of the relational DB is given in the following figure:
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Relational database upon the lexical database of the Bul-
garian-Polish-Bulgarian Dictionaries

The proposed relational model can be used for all database management system.
For the particular realization of the dictionary the system MySQL is used, which is
one of the most popular. MySQL is an open source code and provides interface for
the programming languages C, C++, Eiffel, Java, Perl, PHP and Python.

The MySQL server is frequently used for web-based applications and is one of the
best choices for building database systems due to its high flexibility, and it is free.
The management of MySQL databases is based on phpMyAdmin, which is pro-
grammed to manage MySQL via the web. It is free and available in 47 languages.
Its functionalities include creation, deletion and editing of tables; adding, deletion
and editing of columns; management of keys and columns; management of priv-
ileges; SQL query processing; visualisation of data in different formats.

LDB is transformed into a relational database with the help of XML syntactic
parser that checks syntax of a given XML file and processes the file's elements.
The implementation of the parser for data transfer from the LDB to the relational
DB uses the DOM technology Java Development Kit version 1.6. The parser has
four principal parts: help-classes representing the structure of tables in the rela-
tional DB; a help-class for link to the MySQL DB; a class with the main
syntactical analysis logic and the storing procedure for the DB; an entry-point class
for the program.
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Transformation of the Lexical Database to the Relational Database is carried out
with the help of tables, into which the search data and indices are input. This organ-
ization allows an automatic creation of a dictionary entry for a Polish word,
whenever the translation equivalence is one-to-one. Of course, the input of inform-
ation about the Polish word must be done additionally.

One of the main tables is table bg word, where the headwords of Bulgarian lan-
guage and their main characteristics are stored. This table is the entry point to the
web-based application that supports Bulgarian-Polish online dictionary. The table
Ppl_word contains the information for a Polish word that is automatically extracted
from a Bulgarian entry. The table mm_bg word_characteristic contains the indices
of the Bulgarian word characteristics. The tables are presented in the following fig-
ures:

id id_bg_word |pl_word sense_|alternative_ |latin_ id_explanation
index |sense_index [translation

1117 |668 podkreslac |1 1

1118 |669 podkresiony |1 1

Table pl_word

Column / Word 3aBb’pLlja 3aBb’pLUBa|M |3aBb pLUEH
id 662 663 664
homonym_index

bg_word 3aBbHpL 3aBb#pluBa |3aBbHPLUEH
suffix a M

bg_word_search 3aBbplLua 3aBbplUBaM [3aBbpLUEH
plural

is_plural_rare

conjugation nw L

conjugation_type |2 3

has_gender

gender_feminine

gender_neuter

id_explanation

id_bg_word 582

referent_ bg word |3aBb#pLuBam

Table bg_word
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id_bg_word id_characteristic
668 17
668 57
669 44
670 18
670 57

Table mm_bg word characteristic

Recommendations for designing a common encoding scheme for Slavic
multilingual dictionaries:

The work of the project demonstrates the potential for developing useful lexico-
graphic reference works (both digital and hardcopy) by using the format of the
lexical data base and an adequate mathematical foundation. Various parameters of
classification of the lexicon are likely to emerge in the process of developing the
lexical data base, possibly through distributed effort, which highlights the import-
ance of the interface to the lexicographic system. The lexical data bases forming
the foundation of the dictionaries should be brought in line with one another by
sharing theoretical concepts and platforms. The use of modern database technolo-
gies for fast access to dictionaries requires careful design and implementation of an
underlying data structure and storage.

The LDB has to meet the following requirements:

* to be a web based database with queries performed not just by lemmata,
but also by inflected wordforms, in order to easily reach the intended audi-
ence using existing, standard software components

* to include links to various entry-related information in external databases
(such as morphological paradigm)

* to enable easy online updating and editing by multiple editors.

» to keep track of revision history, with the possibility of rollback.

These points can be partly met by using advanced wiki-based collaboration editing
systems.

We recommend unifying the classifiers of the headword in the dictionary entry. The
headwords in the dictionary entries of the digital dictionary must be indexed
according to the number of meanings, and each meaning must be related unam-
biguously to the form. In this manner most meanings of the form can be
encompassed. Such a description might require more classifiers, but also provide a
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more adequate correspondence. We recommend unifying the systems of categories
and tags used for annotation in the various systems.

When dealing with various languages, it is important that all participants agree
upon a common terminology for the problem at hand. This is doubly important
when Slavic lexicography is concerned, mostly because of two opposite phenom-
ena: first, different languages have traditionally used different ways of analysing
(the same) grammar categories, which results in conflicting use of professional
terms in different languages; and second, newly emerging branches of linguistics
do not yet have their native terminology stabilized across languages. In order to
facilitate professional discussion and information exchange, we recommend creat-
ing a corpus linguistics terminology database: (1) of two Slavic languages, in order
to serve as a testbed for a bilingual database of corpus linguistics terminology, (2)
of all languages of the MONDILEX project (including English). The database shall
contain entries in Bulgarian, English (added as a hub language, and also because
most terminology originates in English), Polish, Russian, Slovak, Slovene, and
Ukrainian. The database aims to unify existing terminology. It can serve as a nuc-
leus of a multilingual terminology database of lexicographic (or even general
linguistic) terms.

We recommend creating a special digital lexicographic environment adapted to the
LDBs and digital dictionary entry structures and oriented to the creation of a mul-
tilanguage index in the automatic mode is necessary.

The synchronisation and unification of bilingual dictionaries shall involve:

*  Uniform structure of the dictionary entry.

»  Unification of the classifiers for presenting headwords in the entries.

* Synchronous presentation of morpho-syntactic descriptors (core and spe-
cific features).

»  Uniform presentation of the content.

29



1.2 Dictionaries

1.2.1 Dictionary of Slovak Collocations

The standard use of corpora for linguistic research and lexicography is aimed pre-
dominantly at the examination of occurrences and co-occurrences of word forms
and lemmata. The main goal is to acquire data about semantic, grammatical and
combinatorial behaviour of words.

For the Slovak language, the only existing collocation dictionary was published in
1931, with a revised edition in 1933 (the author called this book “a dictionary of
phrasemes”, but in fact it was a dictionary that contained not only phrasemes, but
also common word collocations) (Tvrdy 1931, 1933). Since then, the language has
undergone immense changes in almost all of its parts, starting with the whole soci-
olinguistic situation and ending with substantial changes in the vocabulary and
orthography. As of today, the dictionary is mostly of diachronic importance, and
there is a notable gap in Slovak language lexicography with regard to collocations
— modern approaches in lexicography, especially the use of large language corpora
partially fill the gap, but they still cannot replace a well-documented, systematic-
ally built dictionary of collocations.

The described electronic dictionary of Slovak collocations is being compiled at the
University of St. Cyril and Methodius, Trnava, in cooperation with the Slovak
National Corpus department of the L. Stur Institute of Linguistics, Slovak
Academy of Sciences, Bratislava (Duréo P. et al. 2009). The project on Slovak col-
locations that started in 2007 is the first of its kind in Slovakia and is aimed at the
registration and description of selected multiword lexemes and phrasemes as well
as typical collocations with restricted collocability. The dictionary provides an
overview of the combinatorial behaviour of words, in the first phase the most fre-
quent nouns extracted from the Slovak National Corpus database, with the
intention to include also verbs, adjectives, adverbs, and particles. Currently, the
database contains information about nouns and (as a separate subproject) particles.
Description models on the basis of collocational matrices are also elaborated for
verbal, adjectival, adverbial and partical collocations.

Obtaining collocation profiles

An efficient tool for modelling semantic proximity of words and their collocation
profiles in large lemmatized corpora is the sketch engine (http://www.sketchen-
gine.co.uk/) — a corpus tool which generates word sketches, i. e. corpus based
summaries of a word's grammatical and collocational behaviour. Disadvantages of
the sketch engine are long lists of isolated lemmata and too many automatically

30



generated redundant data in the results, obtained through fixed set of unary, dual,
symmetric and trinary rules, which do not always correspond to natural colloca-
tional clusters in the language. The basic tool for searching collocations for each
entry is the corpus manager client Bonito which provides searching, sorting and
statistical evaluation of collocations. By using this tool it is possible to view each
given word, extract concordances for each word to get an overview of its behaviour
in context, get statistical information like absolute frequency, MI-score, t-score, ,
MI3, log likelihood, min. sensitivity and salience to recognize word co-occur-
rences.

Despite these new language technological analysis, scepticism still prevails regard-
ing the possibility of capturing and describing the examined data completely. In
particular, this scepticism results from two problems. Word co-occurrences repres-
ent a diffuse continuum of semantically connected elements, some of which are
linked less closely than the others. The borders between “free” and “bound” cannot
be clearly specified. On the other hand, the main problem of the statistical
approach is that the frequency and semantic firmness of word combinations do not
correlate directly. Not all highly frequent word combinations are also bound. One
finds typical collocations in all ranks of the frequency distribution. In the lexical
database, the (meaningful) collocations are manually selected from the first 500
occurrences of each grammatical structure listed by the Sketch Engine and cross-
checked against the Slovak National Corpus concordances. The statistical results
vary, they depend both on the used statistical method and the quality and accuracy
of taggers and lemmatisers, the precision rates whereof are different.

Technical implementation of the lexical database

The database macrostructure is simple — all entries are equal, each entry corres-
ponds to one MediaWiki page, neither subpages nor redirects are used. A page is
named by an entry lemma, Slovak lexical entries are differentiated from other
pages (system pages, user discussions) by the category they belong to (Slovak
Nouns, Slovak Adjectives, Slovak Verbs, Slovak Particles).

Structure of an entry

An entry page consists of three main sections: Vyznamy (Meanings), Kolokacie
(Collocations), Externé odkazy (External links). While the structure of Vyznamy
and Externé odkazy is the same for all the parts of speech and these sections do not
have any substructure, the structure of Kolokdcie, the most important section, is
more complicated (Duréo 2007).

Vyznamy

This section (“meanings”) contains a bullet list of descriptions of different defini-
tions of the lexeme. The collocations are not split according to polysemy (or
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homonymy) of the base noun inside one part of speech category at all, neither there
is a distinction between homonyms in collocations. This was a deliberate design
decision, based on two observations: First, often a collocation is not clearly attrib-
utable to a specific meaning; let alone trying to define and distinguish meanings,
which is traditionally a very cumbersome task, where no general consent could be
achieved. This was not seen as a task for this project and would unnecessarily slow
down the dictionary construction and open door to endless discussions inside and
outside the project team about the distinction of individual meanings.

Kolokacie

All the collocation data are contained in this section. The detailed structure is dif-
ferentiated according to part of speech the entry stands for. For nouns, it is divided
into two subsections for the singular and plural, reflecting the fact that collocates
often exhibit different phenomena according to the grammatical number of the base
noun. Each of these subsections is further divided into many subsubsections, each
for a specific collocation combination.

The subsubsections' naming scheme encodes some human readable information
about the collocations, with the base noun marked by the string Sub1Xxx, where
Xxx is the abbreviation of the noun’s case (so the whole string will be one of Sub-
INom, Sub1Gen, SublDat, Subl Aku, Sub1lLok, SublIns). Vocatives are conflated
with the nominative case, to avoid the controversy about Slovak vocative existence
— fortunately, it just happened that none of the nouns chosen for the collocation dic-
tionary is from the set of those few Slovak words that have a morphological
vocative.

The other part of the subsubsection name reflects describes the neighbouring word
part of speech, so it can be one of Sub2, Verb, Atr (another noun, verb, attribute).
Atr subsumes adjectives, pronouns, particles or numerals. This string is positioned
either to the left or to the right of the previous base noun string, depending on the
predominant position of the word in collocations (but including also the colloca-
tions with a different word order). The strings are concatenated with a plus sign, so
e.g. the whole subsubsection name Verb + SublAku indicates that the subsubsec-
tion contains collocation of verb and base noun in acusative (not necessarily in this
order).

Externé odkazy

This section is populated by several macros (templates), providing links to external
resources. Each macro has one parameter, equal to the identification of given word
in the target database — mostly the same as the lemma, different only in case of
homonyms (differentiated at the target). The macros construct an URL pointing to
an external resource and insert it as an http hyperlink into the rendered page. The

32



macros in use are {{mal...}} to link to morphologic database (this macro is inten-
ded to record relations between full word paradigms and the collocation dictionary
entries, both for the end user and for eventual computer processing), { {slovnik|...} }
to link to dictionaries published at the I’. Star of Linguistics WWW page
(http://slovniky.juls.savba.sk), {{linky|..}} to point to several search engines, such
as Google, Ask, Yahoo, Cuil, as well as the Slovak National Corpus. The latter two
templates are meant for human consumption, not for computer parsing (due to the
somewhat unpredictable nature of the target data). If a need to either add or remove
an external data source (e.g. a search engine) arises, or if the form of URL paramet-
ers changes, only the template needs to be modified, and the change will be
automatically reflected across all the database entries.

Collocation entry microlanguage

The lexical database has been designed with a goal of a human readable collocation
dictionary in mind, published both online and in printed form. However, the entry
microformat is designed to be computer readable, except of some minor excep-
tions, where the (complete) readability stands in the way of human interaction.

Each collocation can be though of as consisting of two units: the base noun and the
collocate. The collocates are normalised (lemmatised), and the collocation is writ-
ten with the base in its corresponding case/number. The exception is only for the
combination Atr + SublNom, which is so frequent that the base in nominative is
omitted, if it follows the attribute. Auxiliary particles/pronouns are sometimes
rearranged, to fit the syntactical requirements of the base (this applies mainly to the
reflective pronouns sa, si in combination with infinitives). From this follows that
the parser must include the morphology generator in order to recognise the base
noun in other forms than nominative singular, and a complete automatised parsing
is difficult without including some sort of syntactical rules into the parser. Colloc-
ate is terminated by the | (U+007C VERTICAL LINE) character surrounded by
whitespace. The vertical line has to terminate also the ultimate collocate in the sub-
subsection. If there are no collocates for a given collocation pattern, the entry
consists of a single vertical line character in a separate line. Optional words (which
are sometimes present in a given collocation) are enclosed in parentheses, separ-
ated by the rest of collocation by a whitespace or punctuation. Parentheses adjoined
to a word specify optional prefixes or suffixes (mostly verb negation or aspect
modifier). Variants in words (two or more words that do not change the collocation
meaning and are approximately equally frequent) are separated by a slash, three
dots (ellipsis, ...) denote incomplete variant enumeration (signalling that there are
more variants occurring in the corpus than given, usually these variant components
belong to a specific lexico-semantic group). Special indefinite pronouns (niekto,
nieco, ...) serve as wildcard valency markers which stand for a general class of
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aminate/inanimate nouns (and thus signal that the collocation is too broad to be
automatically parsed).

There are on average 173 collocations per entry. The symmetry is slightly skewed
in favour of small number of bigger sized entries (the median is 157). The entry
with least number of collocations is kdra (cart, barrow), with 40 collocations, the
highest number has the word svet (world) — 584 collocations. However, the exact
number of collocations per entry is subject to several arbitrary conditions, among
them the level of detail in describing collocation variants, inclusion of otherwise
optional ellipsis and indefinite pronouns, and in general subjective evaluation of
collocation candidates by a lexicographer compiling the entry.

30

20 -

Nr. of entries
=
(42}

10 +

w

0 100 200 300 400 500 600
Nr. of collocations per entry

Distribution of number of collocations per noun

1.2.2 Bulgarian-Polish online dictionary

The experimental version of the first Bulgarian—Polish electronic dictionary is pre-
pared in WORD-format and at present contains approximately 20 thousand
dictionary entries. This dictionary provides a part of language material for the lex-
ical database of the web-based application that supports the Bulgarian-Polish
online dictionary. The Bulgarian—Polish online dictionary pursues so far experi-
mental purposes. A lexical database provides the language material for the
dictionary.

Web-based application for the representation of the Bulgarian-Polish online dic-
tionary consists of two basic modules: an administrator module and an end-user
module (Dimitrova et al. 2009d).

The administrator module is intended for the person updating the dictionary, and is
accessible only for authorized users. There are possibilities to create more than one
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user with different passwords and usernames. The administrator module is used to
fill in the database and to offer user-friendly interface to the user who will be
responsible for word management: for adding, editing, deleting and searching
words.

After the user’s username and password have been verified, the user is redirected to
the administrative module where there are several sections — section for entering a
new word, sections for searching Bulgarian or Polish words, section where the user
can enter new abbreviations, section for setting translations of the user alerts and
messages so the user can change the both Polish and Bulgarian translations.
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There is a common part for each part of speech that ensures the possibility to add
unspecified number of derivations, phrases and examples for each headword. At
the end of each page for entering headword there is a button “Add
derivation/phrase/example”. When the user clicks on it a new window is opened in
order to add as many as needed derivations, phrases and examples for this head-
word. Realization of the homonyms in the web-based application: the meanings of
the homonyms are entered in the dictionary as separate database records. In the
page for entering the words there is a field where the user must specify a homonym
index - a number which shows the order of the meanings.

The end-user module is aimed at presenting correct and up-to-date information to
the user. For convenience and ease of searching and finding the meanings of words
the end-user module offers:

* An option for translation from Polish to Bulgarian,
*  Means that enable the end-user to report missing words,
* User interface in both languages — Bulgarian and Polish.

The end-user module is bilingual, the user can choose the input language (Bul-
garian or Polish) and according to his/her choice, a virtual Bulgarian or Polish
keyboard is displayed. In this way the user can choose special Bulgarian or Polish
characters if they are not supported by the keyboard useds. After making a search
for a word on the left site of the screen a list of words, starting from the given
entry, are displayed. When clicking on any of these words in the list the translation
is visualized in the right frame.

If we translate from Bulgarian to Polish, the whole information saved in the RDB
is displayed. In this application there are three sections — section for translating a
word, information section and section for reporting a missing word. The end users
may report words that are missing in the dictionary into a provided “Contact” form.
In this case the administrators will add the reported missing words into the data-
base at a later session. Both modules have “Help” panels. The program realizing
the web-based application for representation of the Bulgarian—Polish online dic-
tionary allows expanding the dictionary volume by adding new words, enriching
the content of the dictionary entries from the LDB by adding new examples for cla-
rification of the meaning, etc.
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The screenshot illustrates the translation of the Bulgarian
verb “3aBbpmBam” /to finish/ into Polish
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The screenshot illustrates the translation of the Polish
verb “konczy¢” /to finish/ into Bulgarian

Technical implementation

The web-based application for the representation of the Bulgarian-Polish online
dictionary, developed by IMI-BAS — the Bulgarian participant of the project, is an
example of software product for creating digital dictionary. The technologies
used for the implementation of the web-based application are Apache, MySQL,
PHP and JavaScript. These are free technologies originally designed for developing
dynamic web pages with a lot of functionalities. With the help of HTML and CSS
the designs of both administrative and end user modules were created. The current
version of the Bulgarian-Polish online dictionary works optimally with Internet
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Explorer 6.0+ (Windows), and with Firefox 2.0.1+ (Windows, Linux). The website
resolution is 1024 x768 pixels.

Furthermore, the structures of the developed Bulgarian-Polish LDB and of the
web-based application allow a replacement of the Polish translations (texts) by
texts in another language L2. Thus, the LDB and the web-based application can be
useful for the development of a new bilingual Bulgarian-L2 online dictionary.

1.2.3 Dictionaries of Ukraine on-line

“Dictionaries of Ukraine on-line” (http://Icorp.ulif.org.ua/dictua/) is one of the
front-ends to the lexicographic system "Dictionaries of Ukraine" (Shyrokov
2009a, Shyrokov et al. 2009), designed to serve the needs of wide audience and
provide the basic reference and search functionality. The technological core is spe-
cial software that runs in the local network of ULIF-NASU. The server part is
implemented using a web-service that provides a program interface to access the
lexicographic database of the system and the modules for automatic construction of
paradigm, word stemming etc.

The web interface was built using the ASP.NET technology. This choice is determ-
ined by the following factors:

* ASPNET is a technology closely linked with the .NET Framework and is
aimed at creation of dynamic web applications. ASP.NET technology is the
optimal choice because the technological core of the "Dictionaries of
Ukraine" system is implemented on the .NET platform;

* ASP.NET makes it easy to interact with the web services;

* The ASP.NET pages (web forms) are compiled, providing better perform-
ance compared to script-based applications;

* The process of creating web forms is quickened by using standard com-
ponents, such as GridView, DetailsView, etc.;

* ASPNET provides the infrastructure for creating reliable and stable applic-
ations that are easily scalable.

The positive features of the integrated system are:

» display of the full registry;

* ability to reload individual parts of a page;

» the set of inputs to the system is not limited to a registry row, and covers
the right parts of the entries too.
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The L-system ‘Dictionaries of Ukraine’ includes four subsystems: ‘Inflexion’,
‘Phraseology’, ‘Synonymy’ and ‘Antonymy’.

The general registry (over 256 thousand words) of the system ‘Dictionaries of
Ukraine on-line’ is based on the registry of the Ukrainian Language Spelling Dic-
tionary, which is almost fully replicated and expanded.

The subsystem ‘Inflexion’ is created on the basis of the inflectional classification of
the Ukrainian vocabulary developed at ULIF-NASU. It contains over 2000
paradigmatic classes for all parts of speech defined by formal features. Due to this
classification and the software implemented (paradigmatisation — creating a full
inflectional paradigm based on the canonical (dictionary) form of the lexeme), a
full list of all grammatical forms for all lexical items listed in the registry was cre-
ated. It enables the visualization of the word forms in all grammatical meanings.

The total number of all word forms in the registry of over 186 thousand units is
approximately 3.4 million. The subsystem provides a mapping of the table of all
word forms for a registry unit specifying their grammatical parameters.

The subsystem ‘Synonymy’ reflects the synonymic richness of the Ukrainian lan-
guage. The ‘Dictionary of Synonyms of the Ukrainian language’ (Buryachok A. A.
(Ed. 1999)) in 2 volumes was the source of linguistic information.

The software provides presentation of the synonymous rows (about 9200), consist-
ing of the words or their individual meanings, as well as idioms. The core of each
synonymous row is its dominant lexical unit with the broadest set of semantic fea-
tures for the row.

The elements of the synonymous rows are marked with semantic, grammatical and
stylistic characteristics. The use of synonyms is illustrated with their typical con-
texts — quotations from fiction, newspapers, magazines, scientific literature, etc.
and with word combinations.
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The subsystem ‘Antonymy’ is based on the ‘Dictionary of Antonyms of the Ukrain-
ian language’ (Polyuga 2001), which consists of 253 entries representing about
2200 components of antonymic pairs.

About 56 thousand phraseological units represented in the ‘Dictionary of Phraseo-
logisms of the Ukrainian language’ (Ukrainian Phraseology 2003) became the
linguistic source for filling the lexicographic database of the subsystem ‘Phraseo-
logy’. The common phraseology of the Ukrainian language is fully represented in
this dictionary. It also contains full lexicographic description of Ukrainian phraseo-
logisms.

The online dictionary presented here can be used as a prototype for the future bilin-
gual lexicographic resources which will be designed within the MONDILEX
project.
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1.3 Corpora

The great achievements of the information technologies offer numerous methods of
natural language processing, especially for the development and use of corpora,
both monolingual and multilingual. The availability of high-quality text corpora for
the languages concerned is of utmost importance for the task of any lexicographic
research. Simple (untagged) monolingual or multilingual corpora can be used for
relatively simple lexicographic tasks like registering regular collocations, or, in the
case of multilingual corpora (in particular, bilingual ones) finding translation equi-
valents. Tagged corpora can serve as basis for much more sophisticated research,
both in the course of primary dictionary creation and past the point when the bulk
of the dictionary is ready. Lexicographers using such corpora are able to establish
and validate non-trivial properties of lexical units, e.g. subcategorization frames,
complex syntactic features, semantic properties and lexicographic classes.

The higher the level of corpus annotation, the more elaborate research challenges
can be issued and addressed.

1.3.1 Monolingual corpus SynTagRus

A good example here is SynTagRus (Boguslavsky et al. 2000, Boguslavsky et al.
2002, Apresjan et al. 2006, Boguslavsky et al. 2008, Nivre et al. 2008, lomdin et al.
2009), a deeply tagged corpus of Russian texts developed by IITP-RAS, the Rus-
sian partner to the MONDILEX project, which offers, for each sentence,

(1) fully disambiguated morphological annotation, i.e. the lemma, part of speech
and the list of inflexional morphological features of every word;

(2) a complete syntactic structure represented in the dependency formalism as a
tree whose leaves correspond to every word of the sentence and whose branches
are labeled with names of syntactic relations: in all, there are about 75 different
syntactic relations that account for syntactic links like (a) the predicative one, con-
necting the verbal predicate of the sentence as syntactic head with its nominal
subject as syntactic daughter, as in korova mychala ‘the cow was mooing’, (b) the
1 completive one, connecting a predicate word of any part of speech as syntactic
head and a word representing the first complement thereof as syntactic daughter, as
in zhevala travu ‘was chewing grass’ etc.;

(3) partial lexical functional annotation, identifying arguments and values of col-
location-type lexical functions as proposed in the Meaning — Text linguistic theory
developed by Igor Mel’¢uk;

(4) partial semantic annotation that (1) ascribes, to some words of the sentence,
their semantic features and (2) identifies semantic roles of predicate words and
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their instantiation. The inventory of semantic roles and features comes from the
new fundamental classification of predicates recently proposed by Juri Apresjan.

At the moment, SynTagRus includes over 42,000 sentences amounting to ca.
600,000 words.

At the moment, there are no other corpora of comparable size and depth of annota-
tion for the languages of MONDILEX participants; however, a well-known Prague
Dependency Treebank for the Czech Language (see e.g. Haji¢ et al. 2006) can
serve similar purposes and meet the same challenges.

It is highly desirable that other Slavic Languages could resort to the resources of a
similar kind.

An example of application of monolingual corpora in contrastive studies:
onfluence of the dative and Middle Voice in Croatian and Polish. In Croatian and
Polish various constructions with the reflexive marker se/sie may or may not
involve a noun in the dative case. In Croatian one may say govori se o ovome prob-
lemu ‘this problem is discussed’ as well as stalno im-DAT se govori o tom
problemu ‘they are being told about this problem all the time’. Other examples
include, for instance, Kro wie, co si¢ zdarzy za dziewie¢ miesiecy (Polish) “Who
knows what will happen in nine months’ as opposed to 4 jezeli zdarzy im-DAT si¢
cos ztego? ‘And what if something bad happens to them?’. The way in which the
se/sie construction interacts with the dative case in the construction of meaning is
discussed (Stanojevi¢, Kryzan-Stanojevi¢ 2009). A corpus study was conducted on
the IPI PAN corpus of Polish? and the Croatian National Corpus® to find examples
where the se/sie construction coincided with the dative construction. The results
show that there are two basic semantic groups: the allative/competitor group and
the transfer group, which partially corresponds to semantic groups found for vari-
ous dative senses. In these senses both the dative and the se/sie construction are
grammaticalized in respect to their other senses, and are hence semantically
bleached. Therefore, in those senses a new constructional meaning occurs, which is
not present in any senses of the two components taken alone: dative as the experi-
encer of its internal change of state. Constructional meaning is possible only in the
bleached senses, which are less detailed in respect to the “basic”, diachronically
older senses.

1.3.2 Multilingual parallel corpora

Parallel corpora are bilingual in the least and this fact distinguishes them funda-
mentally from monolingual corpora. Language material in parallel corpora, unlike

2 http://korpus.pl/
*  http://www.hnk.ffzg.hr
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the one in monolingual corpora, has to be at the synchronous level and must reflect
the current state of the two (or more) languages.

Keeping in mind the richness and diversity of natural languages, we point out that
the selection of texts in a parallel corpus is essential, especially for linguistic pur-
poses.

MULTEXT-East parallel and annotated corpus

Here we want to mention some well-known multilingual corpora that were created
in recent decades in the field of corpus linguistics, namely, the MULTEXT corpus
(Ide, Véronis 1994), initially in seven West European languages (Dutch, English,
French, German, Italian, Spanish and Swedish, with more in later editions, includ-
ing Bambara, Catalan, Kikongo, Occitan and Swahili), and the MULTEXT-East
corpus* (Dimitrova et al. 1998), initially in six Central and East European lan-
guages (Bulgarian, Czech, Estonian, Hungarian, Romanian and Slovenian, plus
English as a “hub” language, in later editions including Croatian, Lithuanian,
Resian, Russian and Serbian).

The project MULTEXT-East® (MTE for short) is an extension of the project MUL-
TEXT, one of the largest EU projects in the domain of the language engineering
prepared useful language tools and resources.

The MTE project has developed a multilingual corpus that contains annotated par-
allel and comparable corpora, in which three languages: Bulgarian, Czech and
Slovene, belong to the Slavic group. MTE is building an annotated multilingual
corpus, composed of three major parts:

e Parallel Corpus,

*  Comparable Corpus,

* Speech Corpus (a small one) of spoken texts in each of the six languages,
comprising forty short passages of five thematically connected sentences,
each spoken by several native speakers, with phonemic and orthographic
transcriptions.

Multilingual parallel corpus, based on George Orwell’s novel “1984” in the English
original and the six translations in Bulgarian, Czech, Estonian, Hungarian,
Romanian and Slovene of the novel, was developed. The parallel corpus is pro-
duced as a well-structured, lemmatized, CES-corpus (Ide 1998). The corpus
contains four parts, corresponding to the different levels of annotation: the original
text of the novel, the CesDOC-encoding (SGML mark-up of the text up to the sen-

* http://nl.ijs.si/ME/
> The EU COP 106 project MULTEXT-East Multilingual Text Tools and Corpora for
Central and Eastern European Languages, http://nl.ijs.si/ME/
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tence-level), the CesANA-encoding (containing word-level morpho-syntactic
mark-up), and the aligned versions in CesAlign-encoding (containing links to the
aligned sentences). The texts were automatically annotated for tokenization, sen-
tence boundaries, and part of speech annotation, using the project tools, and
validated for sentence boundaries and alignment. The alignment between the Eng-
lish version and translations in each of the six CEE languages produces six pair-
wise alignments comprising the MTE aligned corpus. Several different software
tools, incl. MULTEXT aligner and Vanilla aligner, were used for producing such
corpora.

Bulgarian-Polish parallel corpus

The MTE model for corpus design and development is being used in the design of
the first Bulgarian-Polish corpus (Dimitrova, Koseska 2009b). This bilingual cor-
pus supports the lexical database (LDB) of the first experimental online Bulgarian-
Polish dictionary (section 1.2.2).

The Bulgarian—Polish corpus consists of two corpora: a parallel and a comparable.
All collected texts in the corpus are texts published in and distributed over the
Internet and were downloaded from existing digital libraries. Currently the corpus
contains about 5 million wordforms, among them 3 million in parallel texts, that
represent mostly modern Bulgarian and Polish literature (the second part of the
XX™ century).

The Bulgarian—Polish parallel corpus includes two parallel sub-corpora a core and
a translated.

1) 4 core Bulgarian—Polish parallel corpus consists of original texts in Polish — lit-
erary works by Polish writers and their translation in Bulgarian, and original texts
in Bulgarian - short stories by Bulgarian writers and their translation in Polish.

2) A translated Bulgarian—Polish parallel corpus consists of texts in Bulgarian and
in Polish of brochures of the EC, documents of the EU and the EU-Parliament,
published in Internet; Bulgarian and Polish translations of literary works in third
language (mainly English).

Some texts in the ongoing version of the Bulgarian-Polish parallel corpus are
annotated at “paragraph” level. This annotation allows texts in the two languages
(Bulgarian/Polish and vice versa) to be aligned at paragraph level in order to pro-
duces aligned bilingual texts. The “paragraph” level allows drawing a broader
context in the two languages. This means that we get the opportunity — thanks to
the broader context — to study more precisely the meanings of word-forms in both
languages. This approach is more correct — we are not comparing "word" with
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"word", we compare word-forms in a broader context (“paragraph” level), which
allows us to obtain the word's meaning.

The Bulgarian—Polish comparable corpus includes texts in Bulgarian and Polish:
excerpts from newspapers and textual documents, shown in internet, excerpts from
several original fiction, novels or short stories, with the text sizes being comparable
across the two languages. Some of the Bulgarian texts are annotated at “paragraph”
and “sentence” levels, according to CES (Ide 1998).

The advantage of processing a bilingual parallel corpus is to obtain context specific
information about syntactic and semantic structures and usage of words in given
language or languages. This bilingual corpus is useful to linguists-researchers for
research purposes alike, for instance in contrastive studies of Bulgarian and Polish
languages. Besides, the corpus can be used in education, in schools as well as uni-
versities in foreign-language instruction.

1.4 Grammars

For successful implementation of the tasks to be solved in the infrastructure of
digital lexicographic resources, the availability of good and sustainable grammars
of the languages involved is an advantage that can hardly be overestimated.

In this respect, advanced computerized grammars that could be used in NLP applic-
ations like machine translation, information retrieval and extraction etc. are
especially valuable as they can be viewed as testing ground for the sustainability
and quality of lexicographic resources developed. A typical example is the fully-
fledged grammar of Russian created by IITP-RAS partner to the project and used
within the ETAP-3 multipurpose linguistic processor (Apresjan et al. 2003).

The grammar covers the whole range of phenomena of the language style some-
times referred to as standard business prose (not accounting for specificities of
highly collogial speech, poetry, and sophisticated fiction), which is sufficient for
analyzing texts belonging to scientific work, popular fiction, journalism, news etc.

In this case, the grammar is built on the principles of dependency syntax and con-
sists of several hundreds rules called syntagms, each of which is designed to
establish one particular binary syntactic link between two words of a sentence,
labeled with names of syntactic relations (already outlined above in Section 1.3).

Ideally, every language concerned should be covered by at least one fully-fledged
grammar, which should be used as a testing bed for lexicographic resources being
developed. Considering the fact that, today, the two most advanced grammars of
Slavic languages (ETAP-3 for Russian and Prague Dependency Treebank grammar
for Czech) are based on dependency formalisms which provide adequate represent-
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ation of the language structure; we believe that grammars for other Slavic lan-
guages should be developed on dependency syntax principles.

The first contrastive Polish—Bulgarian grammar is shortly presented in Koseska
2009a. This work is an extensive attempt at a semantic juxtaposition with a gradu-
ally developed semantic intermediate language, resulting from research on the
structure of the grammatical rules of both languages and used for representing uni-
versal semantic categories, e.g., time, modality, definiteness and semantic case,
which have not been described exhaustively in Bulgarian and Polish academic
grammars.

The language form, its function, the value of a function and the meaning of a form
are described (Koseska 2009b). Distinguishing between the form and its meaning
in comparing the material of different languages (as is the case in the MONDILEX
Project, which features six Slavic languages belonging to all three groups within
the branch) will help avoid numerous substantial mistakes and erroneous conclu-
sions. Hence dictionary entries should be verified and made uniform in this respect
before they are “digitalized”. A dictionary entry must by all means distinguish
between a language form and its meaning.

The description of modality, in connection with a Petri net model, are presented in
Times and Flow — the catalogue of descriptions of temporal and modal situations
(see Koseska, Mazurkiewicz 2010). The catalogue aims at the creation of a lan-
guage independent list of basic temporal situations. The list is a common
framework for comparing language forms used for describing the listed situations.
This monographic volume contains a collection of studies on temporal subjects,
analyzed in accordance with the methodology of cognitive linguistics. A formal
model of the grammatical structure of Bulgarian, Polish, and English are presented
and illustrated with examples from the three languages. Thanks to the clarity and
transparency of this type of formalization, achieved also through a spatial visualiz-
ation of the developed models, conclusions from the analysis of temporal relations
are available directly, which each time enables and facilitates their verification. The
collection of problems discussed — temporal relations in their various variants —
represents one of the key issues of linguistic semantics. Theoretical and methodolo-
gical proposals contained in the volume -constitute, with respect to their
interpretation and mapping, an important contribution to the contemporary sci-
entific discourse.

The presented concepts and views on the temporal forms and their meaning are
based on Bulgarian, Polish and English linguistic data, next enhanced by Russian.
The formal model, called the net model of tenses, is based on Petri's idea of
representing processes by nets consisting of states, events, and flow relation
occurring between them. Examples serve to show how Petri nets can be viewed as
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a universal tool (an intermediate language) for analysing and comparing natural
languages. The version of the analysis presented includes examples from
Bulgarian, Polish, Russian and English. The model covers three basic groups of
Slavic languages (Bulgarian, representing South Slavic group, Polish, representing
West Slavic group, and Russian, representing East Slavic group). English language
serves as a mean for confronting phenomena occurring in the three Slavic
languages mentioned above.

The aspectual meaning of a verbal form is important for many Slavic languages,
whereas in English aspect is a grammatical category. This requires taking into
account the aspectual and temporal meanings which are formalized in Slavic
languages only. These problems are dealt with in the network-based description of
temporal meanings in Bulgarian, Polish and Russian compared to English.

The samples of situations related to present tense, past tenses, future tenses and
modalities are given, together with examples of describing them sentences in four
languages: English, and three Slavic languages.

The book sets out formalism for the representation of semantics of natural
languages in a way that is designed for professional people — linguists,
computational linguists, computer scientists and other specialists — who need to use
it. The catalogue could be used (after transferring them into simple program
procedure) in machine translation, electronic dictionaries, and other automated
activities regarding time and aspect in Slavic languages in contrast to English.
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Part 2. Standardisation of Slavic Lexicographic Resources

Lexicographic resources, in particular machine readable dictionaries, lexical data-
bases, and monolingual or multilingual annotated text corpora are developed and
stored in a variety of formats, which makes them difficult to process on a common
platform and to achieve interchange between programs and applications.

This section proposes several mutually reinforcing recommendations and standards
which can serve to overcome this obstacle. All the proposed frameworks have
already been extensively tested in practice and, in certain cases, further developed
in the scope of the MONDILEX project.

2.1. Morphosyntactic Annotation in Slavic Digital Lexicography

Slavic languages are well known for their complex inflectional morphology. In
order for Slavic digital lexicography to be made operational in a unified frame-
work, the languages must share a harmonised set of morphosyntactic features and
morphosyntactic descriptions. On the one had such features are used to describe
lexical and the inflectional properties of lemmas and their paradigms in lexica of
Slavic languages, on the other, corpora of Slavic languages are annotated with tag-
sets of morphosyntactic descriptions.

MONDILEX discussed morphosyntactic annotations in Slavic digital lexicography.
This section presents the MULTEXT-East (MTE) language resources, a multilin-
gual dataset for language engineering research and development, focused on the
morphosyntactic level of linguistic description. This standardised and linked set of
resources covers a large number of mainly Central and Eastern European languages
and includes the EAGLES-based morphosyntactic specifications; morphosyntactic
lexica; and annotated parallel, comparable, and speech corpora.

The first version (realised 17 December 1997) — Specifications and Notation for
Lexicon Encoding — was prepared in the framework of the MTE project. The spe-
cifications covered Bulgarian, Czech, Estonian, English, Hungarian, Romanian,
and Slovene. Version 2 added morphosyntactic specifications for Serbian, Croatian,
and the Resian dialect of Slovene. Version 3 of MULTEXT-East resources TELRI-
CONCEDE edition brings together TELRI and CONCEDES projects’ releases,
makes them available in TEI P4 XML, and introduces further extensions. The
fourth release of these resources was recently developed and introduces XML-en-
coded morphosyntactic specifications, using the latest version of the Text Encoding
Initiative Guidelines, TEI P5 (TEI, 2007). This edition adds Macedonian, Polish,
Russian, Slovak, Ukrainian, and Persian (T. Erjavec 2010).

The specifications now cover 10 Slavic languages, providing a good basis for a
unifying morphosyntactic framework for digital Slavic lexicography and future
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developments (Dimitrova, Garabik, Majchrakova, 2009, Dimitrova, Rashkov
2009). The resources are available at http://nl.ijs.si/ME.

MULTEXT-East Morphosyntactic Specifications:

The MTE morphosyntactic specifications are a TEI P5 document that provides the
definition of the attributes and values used by the various languages for word-level
syntactic annotation, i.e. they provide a formal grammar for the morphosyntactic
properties of the languages covered. In addition to the formal parts the specifica-
tions also contain commentary, bibliography, etc.

The MTE specifications define 12 categories (mostly corresponding to parts-of-
speech), each of which then defines its attributes and their values and the languages
that each particular attribute-value pair is appropriate for. The morphosyntactic
specifications also define the mapping between the feature-structures and morpho-
syntactic descriptions (MSDs), which are compact strings used in the
morphosyntactic lexica and for corpus annotation.

For example, they specify that the MSD Ncms is equivalent to the feature-structure
consisting of the attribute-value pairs Category = Noun, Type = common, Gender =
masculine, Number = singular.

These definitions are expressed in the so called common tables, which also specify
for which languages each particular attribute-value pair is appropriate for. The fol-
lowing examples shows an attribute definition; it is formalised as a table (itself part
of the category table) with the @role attribute giving the function of each row and
cell.

<row role="attribute"> <row role="value">

<cell <cell role="name">com-
role="position">2</cell> pound</cell>

<cell <cell role="code">c</cell>
role="name">Formation</cell> <cell

<cell> role="lang">bg</cell>
<table> <cell

<row role="value"> role="lang">mk</cell>
<cell <cell
role="name">simple</cell> role="lang">ru</cell>

<cell

role="code">s</cell>

</row>

<cell role="lang">bg</cell> </table>
<cell role="lang">mk</cell> </cell>
<cell role="lang">ru</cell> </row>

</row>
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The Figure below gives the full specification for Particle in the HTML rendering of
the TEI P5 source. As can be seen, Particle has three attributes, each one assigned
its position within the MSD string, each attribute then defines its values, and each
values is given a code, and marked with the languages distinguishes this attrib-
ute-value combination i.e. feature.

Particle - Mozilla Firefa
Ele Edt View Higtory Bookmarks Tools Help

QE' c Y L bttpu//nbissi/MEA/msd/htmi/msd.Quheml

s ACL 2010: resources [JJ Research Participant P... J] WD Support > Instalat... | ] XSL stylesheetsfor TEL... || Corpus Architect Login | | isocat-morpho - Morp... ! TEE Text Encoy

[|| [ Particle
MULTEXT-East Morphesyntactic Specifications, Version 4 3

2.3.11. Particle

Up:23 Atiributes and values Previeys:2310. Numeral Next2.3.12 Interjection

Table 13. Common for Particle
i Value __|CodeEngli i i i
0[CATEGORYParticle _|Q o Bl lcs sk I skrozaj hr st u luk mk bg
1]Type negative |z o hr st bg
infinive__|n o
subjunciive |s o
aspect a o
future 3 o
general g b
bg E
verbal v bg
i st bg
modal  Jo [ st bg
affmative ¢ hr st
f|Formation simple | m mk bo
compound_|c u mk bg
3|Ciiic no n o pl
yes ly o Pl
aggluinant |a ol
demanding |d ol

Up:23 Atiributes and values Previoys:2 3 10. Numeral Next 2312 Interjection

MULTEXT-East Version 4 | MULTEXT-East Morphosyntactic specifications | Feedback

Date: 2010-03-17
This work is licensed under the Creative Commons licence Attibution-ShareAlike 3.0 ad
Done

Example of a full specification for Particle in HTML

The second main part of the specifications is the language particular sections.
These, in addition to the introductory matter, also contain sections for each cat-
egory, with the table of attribute-value definitions appropriate for the language.
These tables can be automatically derived from the corresponding common tables,
but also modified from them, a novelty in Version 4. In particular, the position of
the attribute in the MSD can be different from the common tables, leading to much
shorter MSDs for particular languages. The tables can also contain localisation
information, i.e. the names of the categories, attributes, their values and codes in
the particular language, in addition to English. This enables expressing the feature-
structures and MSDs either in English, or in the language in question. For example,
they map the English MSD Ncmsn to the Slovene Somei i.e. samostalnik vrsta =
ob¢no_ime spol = moski Stevilo = ednina sklon = imenovalnik.

To illustrate, we give below the Slovak particular section for Adverb in HTML.
The first part is similar to the common tables, except that only the features valid for
Slovak are defined, together with their codes and positions. As mentioned only the
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attribute and value names must be the same as in the common tables — the posi-
tions, however, can be different.

The table also gives the Slovak terms for the features; the code names (MSDs) are,
however, not localised. The definitions for the language particular categories can
also contain explanatory notes and combinations of allowed attribute-values.

&) Sicvak Adverb - Mozilla FiretoR

Eile Edit Wiew History Bookmarks Tools Help
@ - c Q | httpy//nlijs.si/ME/NVA/msd/html/msd.R-sk.html -.lv Google |

|
smar ACL 2010: resources |y Research Participant P... E WD Support > Installat.. | | X5L stylesheefS

|| || Slovak Adverb +

MULTEXT-East Morphosyntactic Specifications, Version 4

3.5.7. Slovak Adverb

Up:3.5. Slovak Specifications Previows:3.5.6. Slovak Pronoun Maxt 3.5.8. Slovak Adposition
Table of contents

+ 35.7.1. Notes
+ 3572 Combinations
e 3.5.7.3. MSD Index

m

Table 160. Slovak Specification for Adverb

P|Atiribute (en) Value (en) [Code (en) Atiribute (sk)Value (sk)Code (sk)

0 |[CATEGORY Adverb R Kategdria Prislovka |(en)

[2 [Degree positive p Stupefi prvy (en)
comparative|c druhy (en)
superlative |s treti (en)

3.5.7.1. Notes

1. Particles form a separate part of speech category (see below) as is customary in Slovak grammars.

2. The adverbs which have no degrees of comparison have the Degree value equal to p(ositive) similarly as
adjectives.

3.5.7.2. Combinations

Pos|Type Deg|Examples

R |- p |dobre

R |- c lepsie

R |- s [najlepsie 2!
Done

Slovak terms for the features

Each language particular section furthermore contains an index containing all the
valid MSDs for the language. Each MSD can be accompanied by explicative
information, e.g. examples of usage. This index is the authority for the MSD tagset
for the language.

In the Figure below the example of the start of the MSD tagset for Slovak is given.
The MSDs are ordered according to the feature order (i.e. giving the paradigms in
the conventional order for the language in question) and give, in addition to the
required first column, also additional useful information about each MSDs, such as
frequency of usage and examples.
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) Slovak MSD Index - Mezilla Firefas

File Edit Wiew History Bookmarks Tools Help

@ - c Q | http://nLijs.si/MENVS /msd/html/msd.msds-sk.html

|
snar ACL 2010: resources Research Participant P... E WD Support > Installat.. | | X5L styleshe

||| | Slovak MSD Index +

MULTEXT-East Morphosyntactic Specifications, Version 4

3.9.18. Slovak MSD Index

Up:35. Slovak Specifications Previous:3.5.17. Slovak Value Index

This index gives the complete list of morphosyntactic descriptions (MSDs) and their features. In the table below, the first
column gives the MSD, the second its expansion into a feature-structure, the third gives the number of entries in the
lexicon (2,461,634 entries), and the fourth gives some examples as word-formflemma. The listwas extracted form the
Slovak MULTEXT-East lexicon.

Table 182. MSD Table (1534)

MSD (en) Features (en) Lexical Examples of usage
Entries

Nemsn Noun Type=common Gender=masculine 10454 ZiZol, Zuvanec, Zdr, Zurndl, Zumalizmus,
Number=singular Case=nominative Zurnalista, Zupan, Zupan

Nemsg Noun Type=common Gender=masculine 10766  ZiZolafZdZol, ZuvancafZuvanec, ZirufZir,
Number=singular Case=genitive ZumnalufZurnal, ZurnalizmufZumalizmus

MNemsd Noun Type=common Gender=masculine 10514 ZizolufZiZol, ZuvancufZuvanec, Zdru/Zir,
MNumber=singular Case=dative ZurnalufZurnal, ZurnalizmufZurnalizmus

Nemsa-—n Noun Type=common Gender=masculine 6286 ZiZol, Zuvanec, Zdr, Zurnal, Zumalizmus,
Number=singular Case=accusative Animate=no Zupan, Zreb, ZrebEin

Nemsa-—-y Noun Type=common Gender=masculine 4201 ZumalistufZumalista, ZupanafZupan,
Number=singular Case=accusative Animate=yes Fritiska/Zritisko, Zrita/Znit

Nemsv Noun Type=common Gender=masculine 10463  ZiZol, Zuvanec, Zdr, Zurnal, Zumnalizmus,
Number=singular Case=vocative Zurnalista, Zupan, Zupan

MNemsl Noun Type=common Gender=masculine 10512 zZazolifzozol, Zuvancifzuvanec,
Number=singular Case=locative ZurnalizmefZurnalizmus,

ZurnalistovifZurnalista

MNemsi Noun Type=common Gender=masculine 10494  ZiZolomfZaZol, Zuvancom/Zuvanec,

Number=singular Case=instrumental Zirom/fZdr, Zurnalom/Zumal,
Zurnalizmom/Zurnalizmus -
Done

Beginning of Slovak MSD Index

An important part of the specifications are the associated XSLT stylesheets, which
allow for various transformations over the specifications. They take the specifica-
tions as input, usually together with certain command line arguments, and produce
either XML, HTML or text output, depending on the style sheet. We provide three
classes of transformations, the first ones to help in adding a new language to the
specifications themselves, the second to transform the specifications into HTML,
and the third to validate and transform a list of MSDs.

The specifications rendered in HTML largely follow the formatting of the original
MULTEXT specifications, while various conversions of the MSD tagsets for each
language are provided in a tabular format for easier use. So, for example, that
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tables give for each MSD a canonical expansion into features, a sort-code for col-
lating the MSDs in “linguist friendly” collation, or localisation equivalents.

As was seen, the MTE specifications provide a well-defined and powerful frame-
work for expressing morphosyntactic features, which is now also instantiated for
most Slavic languages.

The MTE attributes and their values presented here could sensibly be linked to
other related attempts at standardisation of morphosyntactic features, in particular
the ontology for descriptive linguistics GOLD® and the ISOcat Data Category
Registry’.

GOLD, the General Ontology for Linguistic Description (Farrar, Langendoen,
2003) is an effort to create a freely available domain-specific ontology for lin-
guistic concepts, available at http://linguistics-ontology.org/. Given that this effort
is well advanced, and that (morphosyntactic) terms are extensively documented,
also with references to literature, it would be interesting to link the categories,
attributes and their values form the MULTEXT-East specifications to GOLD,
providing explication of their semantics.

The ISOcat Data Category Registry (Kemps-Snijders et al., 2008) is the Web ser-
vice at http://www.isocat.org/ implementing the ISO standard 12620:2009 —
Terminology and other content and language resources — Specification of data cat-
egories and management of a Data Category Registry for language resources. It
provides an on-line registry, where, also terms from the domain of morphosyntax
can be found. In the longer term it would be interesting to link up MULTEXT-East
to isoCat (esp. as isoCat used the definitions of MULTEXT-East V3 in creating its
initial registry) but the system and procedure is, for now, rather complex.

¢ http://linguistics-ontology.org/gold.html
" http://www.isocat.org/
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2.2 Corpus encoding

In particular, we discuss the Text Encoding Initiative recommendations, an XML-
based framework suitable for encoding a wide variety of text types, from those
constituting digital libraries, to machine readable dictionaries, and annotated cor-
pora; e.g. a TEI based encoding for linguistic annotation of corpora is now being
proposed in the scope of CLARIN® initiative.

TEI is also suitable for encoding machine readable dictionaries, which is why these
two resource types are discussed here and in the next section 2.3.

TEI, however, does not have a module for lexical databases, but a model for those
has been recently proposed as the ISO standard LMF, “Lexical Markup Frame-
work”. A proposal concentrating on the morphosyntactic level of description is
proposed in the section 2.4.

The TEI offers, inter alia, modules for modelling linguistically annotated corpora.
However, more complex levels of annotation, such as syntactic and semantic
annotation have several possible encoding in TEI, which aims to be more descript-
ive than prescriptive.

For common encoding of linguistic markup for Slavic digital lexicography we pro-
pose a particular encoding of three levels of linguistic annotation of corpora. Words
are annotated by their MSD and lemma.

Syntactic annotation is stored in stand-off mark-up, with dependency labels mark-
ing pointers to the two connected tokens; the sentence id serves as the root.

Lexical semantic information concerns particular words of phrases, and connects
them to an externally defined semantic lexicon, which can be expresses, say, in
LMF.

We illustrate these particular points in the examples below, taken form the Slovene
JOS corpus (Erjavec, Krek 2008), which is annotated by these three levels.

The semantic labels come from the Slovene wordnet lexicon (identical to the Prin-
ceton Word-Net synset ids) and are attached to the term element. Each term
element is also marked for its head noun and possibly by a subtype indicating miss-
ing synsets (or specific enough hyponyms) in PWN.

The MSDs and dependency relations are given their Slovene label in the XML
source — however, these can be interchanged with their English equivalents.

8 www.clarin.eu
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<s xml:1d="F0020003.557.2">
<w xml:1d="F0020003.557.2.1" lemma="ta"
ana="#Zk-sei">To</w><S/>
<w xml:1d="F0020003.557.2.2" lemma="biti"
ana="#Gp-ste-n">je</w><S/>
<term type="sloWNet" sortKey="kraj"
subtype="missing hyponym" key="ENG20-08114200-n">
<w xml:1d="F0020003.557.2.3" lemma="turisticen"
ana="#Ppnmein">turistiden</w><S/>
<w xml:1d="F0020003.557.2.4" lemma="kraj"
ana="#Somei">kraj</w>
</term>
<c xml:1d="F0020003.557.2.5">.</c><S/>
</s>

<linkGrp type="syntax" targFunc="head argument"
corresp="#F0020003.557.2">

<link type="ena" targets="#F0020003.557.2.2
#£0020003.557.2.1"/>

<link type="modra" targets="#F0020003.557.2
#£0020003.557.2.2"/>

<link type="dol" targets="#F0020003.557.2.4
#F0020003.557.2.3"/>

<link type="dol" targets="#F0020003.557.2.2
#F0020003.557.2.4"/>

<link type="modra" targets="#F0020003.557.2
#F0020003.557.2.5"/>
</1linkGrp>

The proposed encoding is similar to the one used by most of XML encoded annot-
ated corpora, except that unlike many, it uses TEI P5 as its basis. This has, inter ali,
the advantage that other language resources can be modelled in the same scheme,
from morphosyntactic specifications, to machine readable dictionaries.
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2.3 Machine readable dictionaries

CONCEDE is an EC project whose aim was to harmonise the methodology, tools
and resources for building Lexical Databases (LDBs) in a general-purpose docu-
ment-interchange format, for six Central European languages: 2500-headword
lexical databases for Bulgarian, Czech, Estonian, Hungarian, Romanian, and a 500-
word one from the English-Slovene dictionary.

The project has produced lexical resources that respect the SGML (Standard Gen-
eralized Markup Language) guidelines for encoding linguistic corpora (Ide 1998)
of the Text Encoding Initiative Dictionary Working Group (TEI-DWG), and so are
compatible with other TEI-conformant resources.

The initial word lists for selection of headwords and word frequency were obtained
from the MTE parallel corpus (section 1.3.2). The selection of headwords was
made after word frequency and word class (POS) were taken into account, and the
number of words there were in a given word-class and word-frequency band.

In order to achieve a harmonization of the LDBs according to the principal break -
down of lemmata to POS, the CONCEDE consortium decided on the following
proportions: open parts of speech (nouns, verbs, adjectives, adverbs) - no more
than 90 %, closed parts of speech (numerals, pronouns, conjunctions, prepositions,
particles and interjections) — minimum 10% of the whole set of lemmata chosen.
The LDBs were harmonized and a universal input formalism, the Document Type
Definition (DTD), was created as a language-neutral, dictionary-neutral framework
for the presentation of lexical information — CONCEDE DTD.

Under the CONCEDE project, an encoding scheme for lexicographic specifications
was developed according to the standards for electronic dictionary encoding. The
CONCEDE model for dictionaries encoding offers a standardized, understandable
and intuitive structure and semantics of a dictionary entry (Erjavec et al. 2000,
2003).

In conformity with the CONCEDE model, all dictionaries use a common tagset, all
were encoded according to the TEI. The hierarchical structure of the dictionary
entry is a well-formalised tree-structure. The content of the CONCEDE entries is
based on the information in published dictionaries for each of the six languages.

The first Bulgarian machine readable dictionary (Dimitrova 2008, Dimitrova
2009b) was created as a LDB of CONCEDE. The entries are equipped with lexico-
graphic specifications for the Bulgarian language in TEI-conformant SGML. The
electronic dictionary is based on the Bulgarian Explanatory Dictionary (BED) (An-
dreychin et al. 1994). The Bulgarian CONCEDE LDB developed in the project
contains 2700 entries. The entries in the Bulgarian LDB retain the structure of the
original paper dictionary as much as possible.
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The entry with headword cren|a //wall// from the printed BED:

creHla oc. 1. OTBecHa, CTpaHWYHA YacT Ha 3/aHHeE, MOMEIICHWE; 3HuI. 3udam cmeHd.
Bvuwna cmena. 2. Bucoka kaMeHHa WM TyXJeHa orpazna. @epnanoec aedxicu 6 noiima
nped cmenume na Madpuo. Bamm. 3. BepTukamHa cTpaHW4YHa 4acT WIM OTpaKialia,
BBTPEIIHA TIOBBPXHOCT Ha HEMIO KyX0. Kazan ¢ 0ebenu cmenu. CmeHu Ha KPbEOHOCEH CbO.
¢ U crenurte mMar ymu. Kuraiicka creHa - Hello, 3aj KOETO HE MOXeE Jia Ce IPOHHKHE.
[TpuTHCKaM HAKOTO JI0 CTEHATa - IIOCTABSM I'O HATSICHO, B O€3U3X0/IHO TIOJIOKEHHE.

The corresponding entry in the Bulgarian LDB follows:

<entry>

<hw>cren | a</hw>

<gen>x.</gen>

<struc type="Sense" n="1">

<def>OTBecHa, CTpaHMUHa UYacT Ha 3IaHue, [noMemeHue; 3un.</def>
<eg><g>3unam creHa.</g></eg>

<eg><g>BrHuHa cTeHa.</q></eg></struc>

<struc type="Sense" n="2">

<def>Brcoka kaMeHHa WM TyxJjeHa orpamna.</def>
<eg><g>depHaHIecC JIeXr B IIOJIATa Hpen CTeHuTe Ha Manmpurn.
</g><source>Banu.</source></eg></struc>

<struc type="Sense" n="3">

<def>BeprukajyiHa CTpaHMUYHA YaCT MM OTpaxIalad, BBTPElHa
NOBBPXHOCT Ha Hemo Kyxo.</def>

<eg><g>Kazaun c pebenu creHu.</g></eg>

<eg><g>CrTeHu Ha KPBBOHOCEH cbh.</q></eg></struc>

<struc type="Phrases">

<struc type="Phrase" n="1"><orth>ll creHuTe umar
yu.</orth></struc>

<struc type="Phrase" n="2"><orth>Kuraricka creHa.</orth>
<def>Heno, 3am KOeTO He MOxXe ma ce MnpoHukHe.</def></struc>
<struc type="Phrase" n="3"><orth>llpurTnckamMm HAKOTO »O
crenara.</orth>

<def>nocTaraM IO HATACHO, B 0e3M3XOIHO

nojoxenye .</def></struc>

</struc>

</entry>

Finally, an examination was carried out — a validation process of the CONCEDE
LDBs, which takes two forms, “formal validation” and “content validation”. The
formal validation was a matter of ensuring that the databases were valid SGML
documents and has been done by means of a validating SGML-parser. The content
validation of the entries required human intervention and was therefore performed
manually.
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2.4 Lexical databases (on the example of Slovene)

This section presents a proposal for lexical encoding concentrating on morpho-
logical properties of words, with special emphasis given on the rich inflectional
properties of Slavic languages. The encoding format is an application of the ISO
standard LMF, while the core lexical structure and morphosyntactic annotation
come from the MULTEXT-East proposal. On the example of Slovene, we detail the
representation of inflectional paradigms, regular derivational relations, variant
spellings, etc.

The proposed lexicon format is encoded in XML, with the schema being based on
the ISO standard "Lexical Markup Framework",” which is the last in long tradition
of HLT standardisation projects, starting with EAGLES.'® LMF is the ISO Interna-
tional Organization for Standardization ISO/TC37 standard for natural language
processing (NLP) and machine-readable dictionary (MRD) lexicons. The scope is
standardization of principles and methods relating to language resources in the con-
texts of multilingual communication and cultural diversity. The goals of LMF are
to provide a common model for the creation and use of lexical resources, to man-
age the exchange of data between and among these resources, and to enable the
merging of large number of individual electronic resources to form extensive
global electronic resources (Krek, Erjavec 2009).

Types of individual instantiations of LMF can include monolingual, bilingual or
multilingual lexical resources. The same specifications are to be used for both
small and large lexicons, for both simple and complex lexicons, for both written
and spoken lexical representations. The descriptions range from morphology, syn-
tax, and computational semantics to computer-assisted translation. The covered
languages are not restricted to European languages but cover all natural languages.
The range of targeted NLP applications is not restricted. LMF is able to represent
most lexicons, including WordNet, EDR and PAROLE lexicons.

LMF is composed of the following components:

* The core package which is the structural skeleton which describes the
basic hierarchy of information in a lexical entry.

* Extensions of the core package which are expressed in a framework that
describes the reuse of the core components in conjunction with the addi-
tional components required for a specific lexical resource.

° In November 2008 LMF became the international standard ISO-24613:2008. The Web
page or LMF is http://www.lexicalmarkupframework.org/

' EAGLES, Expert Advisory Group on Language Engineering Standards:
http://www.ilc.cnr.it/ EAGLES/home.html
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The extensions are specifically dedicated to morphology, MRD, NLP syntax, NLP
semantics, NLP multilingual notations, NLP morphological patterns, multiword
expression patterns, and constraint expression patterns.

The normative part of LMF is a set of UML diagrams, however, the standard
comes with an informative annex giving a DTD according to which LMF lexica
can be expressed in XML. This DTD could be used in developing the lexicon
format for future development.

2.4.1 Basic structure of a lexical entry

An LMF lexicon starts with some meta-information, which we do not discuss here,
and is then composed of lexical entries. We give a simple example of a non-inflect-
ing entry below:

- <lexicalEntry id="LE_itak">
zfeat att="besedna_vrsta" val="Clenek" /=
- <lemmaz=
«feat att="zapis_oblike" val="itak" />
={Lemma=
- <WordForm=
<feat att="zapis_oblike" val="itak" /=
z{WordForm=
<fLexicalEntry =

As can be seen, a lexical entry is assigned an ID, which uniquely identifies the
entry; in case several entries have the same lemma, the ID is decorated with a num-
ber, to distinguish homonymous entries. The lexical entry then specifies which part
of speech it belongs to. More generally, the top level features contain all the invari-
ant features of the lemma, such as gender for nouns.

Next comes the lemma form, with a feature specifying how the lemma form is
written. The lemma is still an abstract form, not meant as a particular word-form to
be found in text. Finally, the lexical entry specifies the word-form or word-forms
that constitute its paradigm.

2.4.2 Inflectional paradigms

For inflected words the complete inflectional paradigm becomes part of the lexical
entry, with each word-form being specified to its form and distinguishing features,
as shown on the start of the paradigm for the lemma cakati:
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- <lexicalEntry id="LE_<Cakati">

<l-- Inflected forms of the wverb "gakati -

<feat att="besedna_vrsta" val="glagol" /
<feat att="wrsta" val="glavni" />
<feat att="vid" val="nedovrsni" /=
- <lemmaz
<feat att="zapis_oblike" val="Eakati" />
<fLemma =

- <WordForm:=
=feat att="zapis_oblike" val="Cakati" />
«feat att="oblika" val="nedolocnik" /=
</WordForm:
- <WordForm:=
<feat att="zapis_oblike" val="Cakat" />
<feat att="oblika" val="namenilnik" /=
</WordFormz
- <WordForm:=
<feat att="zapis_oblike" val="Eakal" />
<feat att="oblika" val="deleZnik" /=
=feat att="spol" val="moski" />
«feat att="8tevilo" val="ednina" />
</WordForm:
- <WordForm:=
<feat att="zapis_oblike" val="Cakala" />
<feat att="oblika" val="deleZnik" /=
<feat att="spol" val="Zenski" />
<feat att="Stevilo" val="ednina" /=
</WordFormz=

It should be noted here that it is easy to move from the feature-based encoding
present in the lexicon to the MSD encoding used in corpora: for each word-form
we take the unification of the (disjoint set of) features on the lemma level with
those on the word-form level, arriving at the complete feature-structure, which is
then, via the specifications or derived tabular files converted to the MSD.

2.4.3 Derivational relations

Derivational relations connect two or more lexical entries of which one is a mor-
phological derivation of the other. The connection always goes from the unmarked
lexical entry to the derivationally marked one, and is encoded in the lexical-entry
level as the related form, containing a pointer to the ID of the related entry, as
shown in the example below:

<LexicalEntry 1id="LE cCesen">
<feat att="besedna vrsta" val="samostalnik"/>
<feat att="vrsta" val="obc&ni"/>
<feat att="spol" val="mosSki"/>
<Lemma>
<feat att="zapis oblike" val="c¢esen"/>
</Lemma>
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<WordForm> .. </WordForm>
<WordForm> .. </WordForm>

<RelatedForm>
<feat att="idref" val="LE &esnov"/>

</RelatedForm>

</LexicalEntry>

2.4.4 Variant spellings

Lemmas can have word-forms with the same features, but different spellings, either
due to register or regional variation, or possibly common mistakes. The guide to
when a certain, possibly non-standard form is to be included in the lexicon is based
on frequency of corpus occurrence.

In these cases the form representation element is used, which appears under the
word-form. The word-form itself gives the morphological features, while form rep-
resentations give the spelling of the variant, together with the status of the variants
and the number of occurrences attested in the reference corpus, as shown in the
example below:

<WordForm>
<feat att="3&tevilo" val="ednina"/>
<feat att="sklon" val="rodilnik"/>
<FormRepresentation>
<feat att="zapis oblike" val="gejzirja"/>
<feat att="norma" wval="variantno"/>
<feat att="pogostnost" wval="24"/>
</FormRepresentation>
<FormRepresentation>
<feat att="zapis oblike" val="gejzira"/>
<feat att="norma" val="variantno"/>
<feat att="pogostnost" val="6"/>
</FormRepresentation>
</WordForm>
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2.5 Universal networking language

The Universal Networking Language (UNL) is a tool for global information
exchange in computer networks (http://www.undl.org). It was originally proposed
by Hiroshi Uchida in 1990s. It is not a language for direct oral communication, but
a semantic interlingua, offering a formal way to record the meaning of a natural
language text. The important aspect of UNL is that the words of UNL are unam-
biguously defined elementary concepts. The inventory of UNL concepts is
infinitely extensible. Theoretically, it is able to accommodate lexical meanings of
all words of any language. UNL provides unique identifiers for individual con-
cepts, called Universal Words (UW).

Due to this fact, UNL UWs can be used as a pivot to record the lexical meanings of
words in the monolingual and multilingual dictionaries developed for Slavic Lan-
guages and relate the words of different languages to each other. A tentative
experiment performed within the MONDILEX project showed that UNL can be
successfully used to start the development of bilingual dictionaries for language
pairs that had no such resources in the past (Boguslavsky, Dikonov 2009).

This approach can significantly reduce the cost of and facilitate the development of
new bilingual dictionaries. The initial set of raw data needs to be prepared only
once for each natural language. It can be done in collaboration by teams of lexico-
graphers who need not speak any other languages but their native language. The
latter is important because it can be difficult to find a large team of experts for rare
language pairs. Such experts are only needed for post editing of already assembled
raw dictionaries.

An additional benefit is that UNL is already linked with lexicons of several major
world languages beyond the scope of MONDILEX, including English, Spanish,
French, Hindi, etc. which simplifies creation of dictionaries for these languages.
UNL is also linked with other semantic resources, including Princeton Wordnet and
IEEE Suggested Upper Merged Ontology (SUMO). UNL is supported by several
Natural Language Processor (NLP) systems developed by researchers taking part in
the global UNL project in Spain (Universidad Politécnica de Madrid), France
(GETA CLIPS), Russia (IITP RAS), India (Anna University) etc.
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Part 3. Software Environments for Digital Lexicography

3.1 Conceptual Modelling of Services for the Bilingual Lexicographic
Systems

Principles of Designing

The development of the theoretical principles of bilingual dictionary systems
design is called forth by the need to enhance information systems with the lin-
guistic functions of translation, comparison, synchronization, cross-language
adaptation. The main trends in development of the bilingual systems are increasing
the number of directions of translation, improving the formatting quality of the tex-
tual information presented to the user and integrating lexicographic information
from various resources.

A special role is played by the lexicographic systems designed to build lexico-
graphic resources. Therefore, this section is dedicated to the review of the
conceptual foundations of the toolkit supporting the bilingual lexicographic sys-
tems that are designed and developed in ULIF-NASU. Implementation of the
principles of conceptual modelling used in the development of all systems of this
class leads to the need to use the L-systems structures in the ANSI/X3/SPARK or
just ANSI/SPARK architecture. The main components of the ANSI/SPARK archi-
tecture are used in the following interpretation:

ARCH LS = {CM, EXM, INM; ®, ¥, 5},

where CM means the conceptual model of the lexicographic system LS.
EXMe {exM} identifies a set of its external models, conforming to the conceptual
model CM, and INM = {inM} — the corresponding set of its internal models. A set
of CM to EXM mappings is denoted by CM:

¢ : CM — exM, where exME€EXM,
respectively, ¥ = {y} is a set of mappings of the CM into INM:
w : CM — inM, where inM€INM,;
£ = {&} is a set of mappings of INM into EXM:
¢ (inM) = exM.
Let us interpret the architecture elements.

A conceptual model (conceptual level of presentation) of the subject area is a
semantic model integrating notions of different experts in the subject field in an
unambiguous, finite and consistent form.
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The internal model (internal level of presentations) defines types, structures and
formats of data presentation, storage and manipulation, an algorithmic base and the
software environment in which the modules implementing the model must be
integrated.

The external model (external level of presentation) reflects the views of the end
users and, hence, application programmers, to the information system. It defines a
set of tools enabling the authorised user to establish connection and manipulate the
data provided by the internal level.

The mappings are constructed in such a way that the diagram:

v
CM = inM

(0 3
J
exM

is commutative: £° y = ¢. The requirement of commutativity of the diagram is
essential since it ensures consistency of all levels of the system architecture. In this
case, it is assumed that all L-systems support tools, that require remote access, data
synchronization and distributed user work, are designed and developed following
the principles of the virtual lexicographic laboratories (VLL) (the concept of virtual
lexicographic laboratory was first introduced by V.A. Shyrokov in his book "The
Information Theory of the Lexicographic Systems", 1998).

The important features of the virtual lexicographic laboratories are:
* centralized storage and administration of the lexicographic data;
* interaction among all subjects and objects of VLL in the real time;

* isolation of some functionality from the end users. It allows the users to
receive the most current information, but eliminates the possibility of
unauthorized access and destructive actions.

Such computer systems enable the linguists, who work in different organizations,
different cities and even countries, to collaborate remotely in the framework of
large scale linguistic projects. Moreover, the modern trends in the realm of com-
puter communications and Internet give stimulus towards more interactive and
dialogue-based lexicographic process.
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Organization of Services

The development of such virtual systems follows the principles of the so-called
service-oriented approach (Shyrokov 2009b, 2009¢, 2009d). The complexity of
interaction with lexicographic systems is defined by two seemingly contradictory
requirements. On the one hand, the program interfaces that represent the function-
ality of these systems must be able to achieve a high degree of independence from
each other and from the runtime. On the other hand, the need for integration
requires interaction between the interfaces while preserving their internal
autonomy.

The L-system has an isolated depository of data. The service part represents the
program interfaces required to manipulate this data, i.e perform any kind of pro-
cessing, filtering, transformation, etc. It is possible to have multiple service
interfaces to the same data depository. The depository is an add-on part of the ser-
vice. Its basic functionality is to filter the requests to services, managing user rights
and quotas depending on the user's role. There are client applications that provide
graphical interface for the user. One client application can communicate with mul-
tiple services, integrating functionality of several lexicographic systems.

The following figure shows schematically the organization of interaction through
the example of services of two lexicographic systems.

Application 1

XML-analyser Service delivery SOAP- || wsDL- || wspL-
e EEE—
WSDL-client component || server client

Application 2

Authentication and
service opening

Authentication and
service opening

¢

Service deliveryJ

l«——Service opening

Service opening———————»
Depmservices for the

lexicographic systems and user quotas
Service opening

Service delivery

\

Web-service of the
L-system 2

Program interfaces

Web-service of the
L-system 1

Program interfaces

Web-service of the
L-system 1

Program interfaces

Exchange of the data
Exchange of the data

Exchange of the data

Depository of data for the L -system 1 Depository of data for the L -system 2

Service-oriented approach to designing VLL
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A common approach towards designing bilingual systems

The overall conceptual scheme for designing an integrated virtual bilingual L-sys-
tem is described in detail in (Shyrokov 2008). A simple example of the Bilingual L-
system is shown in the following scheme:

1 2
L' L’

L 1 T L
2 3 o) 3
D «—> V., [—> 7,

. 2
o SR L, -
5 L5

\ 4
c1 € Py € P Le2

where L', L,', ... are L-systems for the language 1, L%, L,% ... — L-systems for
the language 2, both systems are under the operation of L-system integration; V.,
— L-system — interface between 1 and 2; LC1, LC2, LC[1,2] — linguistic text cor-
pora in the languages 1, 2 and the parallel one [1,2].
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An optimal internal structure of the lexicographic data storage has been determined
as a result of the analysis of a number of bilingual dictionaries.

The classes and objects of the bilingual L-system have been allocated, the proced-
ure of unification of the basic concepts and abstractions have been carried out
according to the milestones of microdesigning the system. The internal structure is
shown in the next scheme.

The structure of the lexicographic system includes several optional elements that
fully cover the content of the internal representation of the most bilingual L-sys-
tems. So this structure is used as a basis. Let us see the external interface of the
bilingual system.

The interface language selection functionality becomes required for bilingual dic-
tionary authoring software. It is designed to provide interface in at least two
languages.

Authentication is a mandatory procedure, because the system is allows editing and
deleting lexicographic data.

[ & User registration (3 |

Virtual lexicographic laboratory ""MONDILEX"

E slovenidina vl = B pycckaid -
Interface language @ = Eilj:mﬁ
User = slovenéilni
Password p— Grarapckd
| Ok | l Cancel l

& The Ulkrzinian Lingea-Information Pund of the MAST, 2008-2010

User’s Authentication internal structure

The internal structure of the dictionary entry is shown at the next page.
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After successful authentication the main window of the program of the correspond-
ing bilingual lexicographic system is opened.

 Virtuallexicographic laboratory RSN — - " o | B R
HEEIG
SLOVENSCINA 2 PYCCKMIA X |  YKPATHCBKA 2 PYCCKUI X |
yAdd | X Delete [ | % = am
= .
£ | pobumn | 4 pobit & X |
g Registry V' s
g . egistry ?( - =" @
= piftuacTui
5 || pier pobatk (pobnio, pobuw)
2 || piut 1) énatk, COBEPLUATH, KHLDKH. CBEPLUATL, TBOPWTh, pasz. YUUHATL, NOCTYN
E piu? aTb (0 noeedenuu), yCTpauearts (coadasame,
g - 0pP28HU308kI8aME), NPUDEraTh (00PaLUEMECH K KOMY-, YeMY-H. KaK K
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% pitka Ag/leHUE), OKa3bIBaATL (CO C/IogaMu NOMOLLb, YCnyra u m.
L] || — 1), NPeANPUHUMATL (MPUCMYNaMmb K OCYWEBCMENEHUID Y820-H.),
£ o 2) (uzzomoensame) Aénatk, NPOU3IBOAWTL; COCTABNATL (L2 OMAenbHLIX
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External Interface of the System of Bilingual Dictionary

The user can load several bilingual systems in a single interface window. The
registry of the system is presented in the left side of the main window. Selecting
concrete registry unit allows viewing entries in the usual form, close to a printed
book.

A feature of this bilingual system is that three additional indices are formed from
the database in real time, namely: the registry of word combinations, the registry of
translation equivalents and the translated registry of word combinations. This
provides additional input to the dictionary entries and a step towards automatic
reversal of the direction of translation for a dictionary. For example, the Russian
word «suetikay is mentioned in 3 Ukrainian entries «KoMipka», «0CEpPEIOK»,
«4apyHka», Russian word «xmomnorats» is mentioned in 10 Ukrainian entries:
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Index of the Translated Equivalents

Accordingly, when the user selects a word combination, he or she receives one or
more entries, which include the specified word combination.

The search functions, direct and reverse order sorting function as well as the filter-
ing function are available for the registry. The filter function allows to allocate a
part of the registry, which "begins with", "contains", "ends with" or "does not con-
tain" some text. The entries are displayed as tabs, which change when selecting
another entry. To view multiple entries at the same time, the user can “fixate” a tab
and it will remain on the screen regardless of the current entry for as long as the
user does not explicitly close it. Naturally, there are functions to adjust the font
size, search within a chosen entry, change the type of entry display, print and edit
the entry. In the edit mode the entry is presented as a tree providing direct access to
any structural element:
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Dialogue of Editing the Entry

This approach to editing enables the user to monitor incoming data, prevent the
structure violation and see the entry from another position.

The virtual lexicographic laboratory is deployed through a browser using the so-
called ClickOnce technology. After authentication, the user works with VLL in the
remote mode with a full range of functions that are implemented in the local ver-
sion. Moreover, the client program version is monitored and is automatically
updated when needed. All user actions are documented on the server. Therefore,
the real picture of the lexicographic product development, the volume of the
work done and the change tracking of the lexicographic data are available at any
time. A pilot version of the Polish-Ukrainian Virtual Laboratory has been put
into operation and runs between the Ukrainian Lingua-Information Fund and the
Institute of Slavic Studies, Polish Academy of Sciences.
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3. 2 Integration with Other Services of the Lexicographic Systems

Service-oriented approach allows integration with other lexicographic services.
This connection with the following services is implemented in this software
product: the explanatory dictionary (Ukrainian and Russian), the grammar diction-
ary (Ukrainian), the Ukrainian National Linguistic Corpus.

The context menu of the registry units gives access to a grammar dictionary, which
provides word forms, an explanatory dictionary, and word contexts from the UNLC
(for example the word "good" in the next figure). Note that the explanatory diction-
ary, grammar dictionary and corpora lookup services are not required for the
bilingual dictionary authoring tool to function. The client access programs, which
provide extended functionality, exist for each of these services. This feature allows
implementing the interface schemes with arbitrary set of service functions.

& The grammar dictionary entry (== ]

[ Aétpa | actps | mstpa | [

¥ The explanatory dictionary entry

| (B

Aé6pa — IMEeHHUK KiHoYoro poay Cramra 1 |

(epowoea oduruus Car Tome i MNMpuHc.

HasuBHMW | O60pa | Ad6pwm

pOAOBHIA n66pn nobp
AasanbHWUA| 0066pi nobpam
3HaxigHWi | Oc6py | O66pu

opyaHun Acbpoto | AoGpammn
Micuesun valy Haly

u nc6pi nébpax
KMUYHWUIA 006po* | nobpm*

JOBPO4, a. c. 1. Yce Mo3HTHBHE B XWTTI Mrofetl. mo BiAmoBidae TXHIM
iHTepecaM, OaKAHHAM, MpLAIM; O7aro; IPOTHICKHE THXO, 3I0.
Tpiwnuxis 310 dozarae, a npasednum Boz nadonyseums dodpor (Bibmia.
Ilep. I. Oricura): Jodpa ne sicou, He scdu cnodisanoi soni — Bowua
sacnyra: yap Muxora ¥ npucnas (T. llesuenxo); [Hamia:] Caw mu
udHIosas, max xail xou dimu dobpa saznaome (3. Mopos): — Heuae
dobpa Ges 3na, — no-pitocodceerory niddus nidcyvox i Kumuxe
(FO. 36amauprmit); // Jlodpa, kopHcHA cmpaBa, BUHMHOK i T. iH. [Toxu
Mmaemo uac, yeiv podivo dogpo (Bidma. Ilep. I. Orieska); Jazodusca
Yinka spomadt ciyscumy, —36upasca 0oépo pobumu ([lanac Muphmit); 1

Ukrainian Mational Linguistic Corpus
gt P

- oSl eS| |V yro mume 30aioca A

Ipin . Uepeani sitpuna : MosicTs. — https/fwww.ukrlib.com.ua/books-zl/

- (B2 wxkonApa). - ISBN 966-00-0767-1

BiGiniorpadiusuii onuc

e  Odobpo meopumbv

printzip.php?id=164&bookid =0&sort=0 b-re0y s BimayBae Bin
= Opo, ¥ Ko2o € 20€n0d4,
Ipinuenko B. 9 ciuna : OnosigaHHA. — hitpy//www.utoronto.ca/elul/ lleBuecEk0); — Jyvact,
tema wgyxamu? Idyme,
Ipituenko b. Mia THxmi BepBanis, Capes TemHOT Houi,ONOEIAaHHA, — \[o0BKRO).
www.uvkr.org.uafschool/literatura/g/grinchenka_15.htm
IMETIE, IIHHOCTEH 1 T.
[piuenxo B. Moesis.Nosicti.Onosiganns / ykn. Beabgiii Af. - K : Hayk. gynxa, 2001 (IUTUCE BAMBRIGCHEIUM

m 3

KonTewer N2 1
Konrexcr N2 2
KonTerer N2 3
KonTexet N2 4
Konrexcr N2 5
Kontexcr N2 §
KonTexet N2 7
KonTewer N2 8

Konrexer N2 9

3naigeno: 1130 Uac nowyxy: 0,046875 Posmip kortekcry: 500

3arBanTyBana - Le MUcap 1o4HTas. YiKe qac.
Bir 3uAE manky f mo4Yas:

- Mronm mobpil ..

T'poMana TpoxH BITyLIa.

- Iletpo moce e, ciayxaiite!

- Ta goro Tam fiomy Tpeda?

- Ta cioyxafite Bxke. MO YOMOBIK Kaxe!
TTetpoEi nepexomIo Ayx. BiH JeBE INXAE. l
- JIroou nobpi! Ilpoctite MeHe, Oo 7 snoniit! f expas 3 ramaszel..
I Te mpoMmoBHEmMN, BiH VIIAE 0 HIT TPOMATH.

m

KinskicTs noxanisauiti nowykosor dpasu 5 gxepeni: 9

72

Integration of Services of Different Lexicographic

Systems



3.3. Software Environments for Creating Digital Dictionaries

Problems of the computer realization of dictionaries

The main problems related to the computer realization of dictionaries arise from
the fact that they are simultaneously treated as text and as databases. They obvi-
ously look like text and have common points with other types of text. However,
users do not normally read dictionaries, from A to Z, as they do with the majority
of texts, but rather use them to obtain specific information through a given key (in
this case a headword). The information associated with this key can include: pro-
nunciation, grammar information, definitions, etymology, etc. Electronic
dictionaries are capable of fulfilling users' requests many times faster than paper
dictionaries, as well as of providing the possibility to find all entries whose head-
words satisfy the user-defined criteria. Despite the fact that dictionary entries
resemble a text on the screen, the internal representation of electronic dictionaries
is a database.

Dictionaries are among the most complex text types because of the high level of
structuring and information content. A dictionary entry — in terms of structure and
content — is a complex unit and a structured object which uses different abbrevi-
ations and structural units in order to present the whole information succinctly.
The structure of dictionary entries varies a lot within the dictionary as well as
between different dictionaries. The external structure (text formatting and presenta-
tion) does not completely determine the internal structure (information content in
the database). There is a great diversity of hierarchical structures: in some diction-
ary entries the hierarchy organization of their structure may be deeply embedded
(i.e. it allows many levels), whereas in other cases some structural elements from
this hierarchy may be missing. In spite of these variations some strict and constant
structural rules exist so that the dictionaries can be understood by their readers. All
these specific features make the database supporting the dictionary logically com-
plex and difficult to create.

The build-up of electronic dictionaries is a complex and strenuous process, associ-
ated with several difficulties: (1) Lack of a sufficient number of formal models that
allow words to be divided into formal language classes and a given word to be
automatically included in one or another class. Electronic dictionaries can be cre-
ated by ways of manual input of the dictionary articles — a process through which
paper dictionaries are converted into a digital form (also possible with a scanner) or
new dictionaries are prepared for printing. Such dictionaries, known as "machine-
readable dictionaries" are different from their paper counterparts mostly in that
they exist on magnetic carriers as files and can be processed as files. They follow a
certain order and the articles have a concrete structure. As they are meant to be
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used by a human, their disadvantage from a computer point of view is that they are
not sufficiently formalized (formal structures are missing from their descriptions)
and the extraction of knowledge from them requires the development of special
computer modules. (2) A great variety of structures and content, which presupposes
a conflict between universality and detail. The conflict between universality and
detail is particularly strong in the case of dictionaries due to the large diversity of
their structures and content, which turns the creation of a standard for dictionary
encoding into a major challenge. In order to avoid this conflict the TEI workgroup
created a universal standard for coding different types of dictionaries which
encompasses fundamental principles of high degree of structure and diversity of
dictionary entries (Ide, Sperberg-McQueen 1995).

Since modern dictionaries are almost universally collaborative projects involving
many contributors, the choice of the working environment is subject to several
requirements — easy remote editing, access control list, revision history, communic-
ation between editors. These requirements can be easily met by deploying wiki
based software.

The wiki engine is based on the concept of “pages” — each page keeps separate
information, is uniquely identified by its name and can optionally belong to one or
more categories.

The most relevant required features of a wiki system are:

+ efficient indexing and searching

+ full Unicode support, with only some limitations concerning right-to-left
scripts (irrelevant for Slavic languages) acceptable

» full editing history with backup of page revisions, allowing to see the com-
plete history of previous entry versions

» review of differences between arbitrary page versions, using diff-like out-
put

»  multiuser support with full access control list

« warnings to avoid editing conflicts, in case when two users intend to edit
the same entry simultaneously

There are many different wiki engines in use, mostly available under OpenSource
license. Two of them are described in detail in this document — the reason is that
they are actually deployed for lexicographic purposes. One of them is MediaWiki,
software that stands behind well known WikiPedia project. It is a complete and full
featured, though rather complex system, with a difficult installation process and
heavy software dependencies.
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The other is MoinMoin, very successful software written in the Python program-
ming language, and as such particularly interesting because of the ease of
installation, usage and customisation.

MoinMoin

MoinMoin is a wiki written completely in the Python programming language,
using flat text files as a storage backend, rather than a database. This makes it par-
ticularly attractive for the needs of digital lexicography, because of the
programming language involved and the ease of making various data modifications
and extraction, using just common text processing tools. MoinMoin is also fully
Unicode aware, and all the stored data, output and input is invariably in UTF-8
encoding. MoinMoin contains a built-in full text search engine, or it can use the
Xapian libraries (http://www.xapian.org).

MoinMoin can be extended by writing macros or plugins — in particular, it could be
extended by different parsers to accommodate specialised lexicography markup
language, or to display terse, compact information in human readable form. Moin-
Moin also supports XML-RPC access to the data, a feature that can be potentially
interesting in view of eventual integration of the database into external linguistic
resources.

MediaWiki

MediaWiki is written in the PHP programming language and has many attractive
options for the intended purposes, among them the possibility to use templates (a
kind of macro) for better handling of repeating text parts. Templates are basically
predefined text snippets in wiki-format with additional specialized markup for
accommodating passing of arguments which are dynamically loaded inside another

page.
Automated database processing

There are several options for automated data modification. First and most obvious
is to access the SQL backend directly, reading and modifying the tables. However,
this method requires detailed knowledge of internal MediaWiki database structure,
and modifying would have to be done with a great care, in order not to disrupt the
database and introduce structural inconsistencies.

Much better way is to use a MediaWiki API, designed for a remote access. As the
MediaWiki is probably the most widely used Wiki framework, there is a plethora
of tools available for automated processing in various programming languages.
However, there is even simple approach possible — WikipediaFS (http://wikipedi-
afs.sourceforge.net/), a fuse-based (http://fuse.sourceforge.net/) file system that
presents remote WikiMedia installation as a fake file system, so that the pages can
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be read and written as simple text files, either for automated scripted processing or
to be edited with an ordinary text editor. The advantage of WikipediaFS over using
MediaWiki API is the availability of plain text, file system like view of the data,
which makes it easy to use standard UNIX command line tools for text processing
(sed, awk, grep, etc..

Recommendations for using the wiki-based system

Storing rich morphology information on the level of tens of thousands of words
into a MoinMoin wiki-based system is viable, as long as special care is taken not to
use features that scale badly with increasing the volume of data (Garabik 2008).
The wiki is used as a source of data for various morphology-related automatized
tasks, as well as a source for a human-readable morphological dictionary. Storing
data in plain text format is perfectly suitable for information without a complicated
structure. However, for richly structured data other options (XML) should be eval-
uated, together with the possibility of specialized modules providing easier user
editing, while keeping all the advantages of a standard wiki system.
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3.4 Software Environments for Creating Digital Corpora

In creating annotated text corpora, it is important that robust, sustainable and user-
friendly software environment be available for the developers of such corpora. A
good example is a language-independent system, called Structure Editor ( StrEd:
Iomdin, Sizov 2009), or structure editor, that is used for the preparation of the Syn-
TagRus corpus, briefly outlined in Section 1.3 above (Iomdin, Sizov 2008).

This is a complex software environment aimed at 1) automatic generation of
morpho-syntactic and lexical functional annotation of texts, 2) manual editing of
annotation results, and 3) fully manual annotation. Automatic generation is only
possible for texts in natural languages that are supported by ETAP-3 linguistic pro-
cessor (see Section 1.4 above). At the moment, these include Russian and English,
but can be extrapolated to other languages provided that grammars for these lan-
guages are developed to reach a sufficient level of coverage. StrEd is oriented to
languages with rich morphology, so it may be used for creating corpora of all
Slavic languages.

StrEd has a number of different viewing options and dialogue interfaces that can be
chosen by the annotator depending on the particular task he or she is performing at
the moment. In particular, the annotator may view:

1) the whole text of the corpora;

2) a sentence as a table in which every line corresponds to a particular word of the
sentence;

3) the syntactic dependency tree for a sentence;
4) dictionary information on a particular word of the sentence;

5) the discrepancies within the results of automatic tagging and manual tagging of
a sentence — a very important feature enabling the annotator to correct the errors in
the annotation but at the same time use them as feedback for the grammar underly-
ing the automatic parser.

In order to diagnose non-trivial annotation errors, a powerful instrument, Intellec-
tual Debugger (IntelDeb), was specially created as a feature of StrEd. It enables the
human editor to verify, in one quick step, whether the current syntactic annotation
of a sentence (probably the result of several human interventions) is compatible
with at least one of the parsing in principle achievable through the automatic
parser. As a matter of fact, IntelDeb can be considered as a specific parser which,
unlike the regular parser, does not produce multiple parses of a sentence. Instead, if
the IntelDeb finds that the structure being subject to verification is inadmissible, its
goal is to diagnose the cause, or causes, of the situation as precisely as possible.
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The underlying idea is to run the parser consecutively on all binary subtrees as
presented by the annotation and see whether the existing syntactic rules and dic-
tionaries permit the construction of such subtrees. The Intellectual Debugger
algorithm checks all rules with regard to a specific syntactic link (there may be
dozens of such rules) and all possible lemmas for the given pair of words, starting
with the rules and lemmas cited in the annotation but gradually loosening the grip
and resorting to other rules and lemmas if the current choice cannot be confirmed.

Roughly, the algorithm of IntelDeb operation consists of the following stages:

» Loading the structure to be verified and extracting the text of the sentence.

*  Morphological analysis of this text.

*  Checking whether a morphological parse exists for all words of the sen-
tence. For missing parses, a diagnostic message is generated and a
substitute word is chosen.

*  Generating hypothetical syntactic links.

*  Checking whether the required links exist for every word of the sentence.
In case of a missing link, a diagnostic message is generated and a substitute
link is formed. Links whose names do not coincide with the required ones
are deleted.

* Launching the procedure of tree generation, checking for the required links
and words at every step. If these are missing, diagnostic messages are gen-
erated and substitutes are formed.

* Launching the tracer for syntactic rules responsible for the production of
the required links. If IntelDeb cannot confirm the correct structure, viewing
the tracer operation step by step helps the annotator understand the causes
of errors: in most cases, they are connected with errors in syntactic rules or
dictionary entries.

As the result of IntelDeb processing of a tagged sentence, either the parse in
confirmed, or diagnostic messages are produced which show unconfirmed
morphological parsed or syntactic links. Another outcome of this processing is
tracing of syntactic rules.

Tools for Language Technologies

The experience that the developers of the poly-functional multilingual processor
ETAP-3 (Laboratory of Computational Linguistics of IITP-RAS) have gained
using the Lexicographer’s Companion shows that the system increases the lexico-
grapher’s output and precision. This is especially important when specialized
entries are produced on a mass scale. Therefore the set of specialized lexicographic
types should be extended in the nearest future. Also, the choice of correct parses of
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pairs of translation equivalents should be improved, taking into account those cases
where the lexemes as elements of those pairs are in citation form. It is to be expec-
ted that this software system may be of much help if applied to a multilingual
lexicographic resource (Iomdin, Sizov, 2008).

Recommendations on Corpus Storage and Processing

As regards the storage and processing of corpora, there are several issues that need
to be addressed.

Corpora can be rather large — a medium sized corpus today represents between 50
and several hundreds of gigabytes, either monolithic or (typically) split into many
individual files with their own metadata sections.

While it is planned that each contributing organization will store the original ver-
sions of contributed corpora on their servers — either on one machine or in a
distributed fashion, using metadata servers to find and access the correct files — a
system of data pools and replica servers must be established to alleviate the load on
the servers and provide for data consistency and availability, enabling uninterrup-
ted access to the data.

For corpus processing, the data from corpora must be transformed and often both
intermediate and final versions of the data have to be stored on disk at least tem-
porarily. This poses two problems: individual computing nodes have to have
several gigabytes of storage available and an additional considerable amount of
possibly temporary grid storage has to be available for the final datasets.

While the amounts of data needed for HLT tasks are entirely manageable using
existing middleware and grid practices, a simple but powerful method for stream-
lining this procedure has to be put in place to simplify the process and to maintain
integrity and availability of the data using central metadata servers, data pools and
replicas.

The corpus data also has to be available in a standard format. Additionally, lin-
guistic annotations, such as morphosyntactic (or POS) tagging, alignments,
chunking etc., have to be documented and standardized to the point where trans-
formations between language-specific features of different corpora are possible.
This compatibility is crucial for any advanced application, such as for parallel eval-
uation, compilation of WordNets, multi-language corpus alignment etc.
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Part 4. Technological Platform for Research Infrastructure
for Digital Language Resources and Research for Slavic
Lexicography

4.1 Research Infrastructure for Digital Lexicography

On one hand, research infrastructure is a combination of research activity, special-
ized education, training and innovation that advances the knowledge and
understanding across all scientific domains. On the other hand, research infrastruc-
ture is a set of large-scale or singular facilities, scientific instruments, distributed
facilities and interconnected network, which are shared widely within and between
scientific research communities. The process of identifying, designing, developing,
constructing, managing and sharing such infrastructure is complex and costly. The
term e-infrastructure describes the comprehensive infrastructure that is needed to
address the complex, multi-disciplinary and cross-border needs of modern science.
Such kind of infrastructure should address the tasks of storing, analyzing and pro-
cessing enormous amounts of data and information, of enabling world-scale
scientific collaborations and the access to and sharing of scientific resources and
information regardless of their type and location in the world.

MONDILEX concluded that the dynamic nature of the dictionary admits a relat-
ively easy adaptation of the lexical database to any updated model of dictionary
entry such as addition of new types of information; improvement of the system of
classifiers used for structuring the dictionary entry in order to describe optimally
the headword; acquisition of digitally presented information for the creation of a
new digital dictionary (e.g. a multilingual one), etc. In addition to requiring large
amounts of storage and computing power, lexicographers can also benefit from
sharing the resources, corpora included. Of course, due to copyright and other
factors, such sharing must be controlled via a system of access rights and permis-
sions. So the grid aspects of enabling a distributed infrastructure for corpus
processing should include the establishment of a virtual organisation, rights and
metadata management and corpus storage and processing.

MONDILEX investigated the features of Grid as a technological platform for
implementation of a network of centres for research in Slavic lexicography and
their digital linguistic resources according to the specific requirements of its func-
tionalities. This task is related to innovative technological solutions, which can be
attained by the consortium’s joint effort and will contribute to conceptual design
studies for new research infrastructures of European character and relevance. The
motivation was based on the fact that Human Language Technologies (HLT) and
related disciplines such as digital lexicography increasingly rely on large annotated
corpora as a basic source of data, serving such needs as datasets for training and
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testing language models or for lexical investigations based on naturally occurring
data (Erjavec, Javorsek 2008). In view of the above, it is quite natural that the grid
paradigm has started to be applied, albeit slowly and with some time lag as com-
pared to other areas, to the area of HLT, especially to subareas that deals with the
processing of large amounts of data, i.e. corpora.

Grid technologies give possibilities to transfer and exchange of tools and data with
enormous volume (such as digital corpora and dictionaries); and to process unified
data in different Slavic languages in parallel by the same tools. A network based on
the philosophy and structure of the grid could provide a research infrastructure for
effective exchange of multilingual resources and tools for their creation, support,
and processing (Dimitrova, Pavlov 2008).

The relationships between some features of grids and lexicographic activities
include the following:

» Typical objects of the grid and the language technologies (for example,
electronic dictionaries and corpora) share some specifications, including
the structural complexity of monolingual, bilingual and multilingual
dictionaries, the large volume of the dictionaries, the internal structure of
the dictionaries as a sequence of well-defined tagged-tree lexical entries,
etc.

» The grid provides appropriate services that digital dictionaries require for
the coordination and unification of existing digital linguistic resources and
for their further cooperative development and enrichment in accordance
with recent advances in the field and with international standards, while
ensuring their reusability, interoperability and openness.

» The grid allows for the creation of an operational structure for the effective
communication between the partners and with potential stakeholders, and
will support the partners’ cooperative efforts to attain the principal object-
ive of the project.

The possibilities of the grid technology could provide for the creation of a general
lexical data base with a rich system of links between forms and meanings of words,
with the possibility of searching in any language provided with a digital dictionary.

The problems of the usage of new technological platforms like Grid, as a high-per-
formance universal system for supporting language technologies, are connected
with the problems of the compatibility and unification of data (in different lan-
guages and produced by different tools).

MONDILEX concluded that the compatibility of digital resources in Slavic lan-
guages (corpora, lexical databases, monolingual, bilingual and multilingual
dictionaries) can be achieved through carrying out two major tasks: (1) develop-
ment of standardised and unified lexical descriptions for Slavic languages to
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annotate texts and word-forms in corpora; lexicons lines; dictionaries entries, head-
words, etc., (2) use of language-independent programming tools for processing of
language resources annotated in such manner.

The synchronisation and interoperability of tools require: (1) defining of common
& domain-specific & repository “services”, (2) common format & organisation of
input files; (3) uniform way for presentation of the specific morpho-syntactic
information for each language.

Distributed Tasks of Language Processing

The modern period of the society development has generated two scientific-tech-
nical revolutions: communicative and digital. The Internet has become its world
incarnation. The World Wide Web now provides a global digital communication
worldwide. However, it should be noted, that it decides mainly the information
retrieval tasks. Apart from the entertainment and recreation functions of the Inter-
net (films, video, Web-museums, e-libraries, music...), the main direction of the
Internet is searching for information online.

The Internet search tools are based on the mechanisms of natural language. There-
fore, even this direct function of the network has necessitated the development of
the effective natural language tools of the Internet. This is how the Semantic Web
has appeared. The main task of it is knowledge mining. This has intensified
research and development in the field of cognitive linguistics and its technological
applications.

The processing function of the network was developed in parallel with the informa-
tion retrieval function. This is how the Grid has appeared, which was originally
specialized in solving the super computational problem. Gradually the ability of
Grid to real-time processing of the super large volumes of information has clari-
fied.

The interaction of the standard Internet and Grid now is becoming more definite.
We can confidently predict that the computational component of the Grid will
increase, and the information retrieval and processing functions of the network will
become more integrated. Undoubtedly, this integration will sooner or later lead to
the emergence of a new quality.

In what ways will the integration of information retrieval and processing problems
most likely be expected? And what will the role of language be?

It is expected that gradually the integration of the knowledge domain languages
and the natural language will take place in a general conceptual representation.
Currently the knowledge domain ontology language, in particular, the construction
of linguistic ontologies, seems to be such a language.
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The next point is connected with modeling of the linguistic communication struc-
ture. In particular, a deeper psycho-and neurolinguistic study of the language core
and the periphery of the language communication (verbal and written), as well as a
construction of the formal models and technological tools, are expected. In this
connection, the tasks of studying the mental-linguistic communication and system
connections in the triad of ‘Information — Language — Intelligence’ become actual.

Thus, the problems of creating knowledge Grid have a completely distinct set of
linguistic tasks that follow from the above concept of knowledge and the role of
linguistic structures in its definition. These problems are the following:

1.
2
3
4.
5
6

7.

Statistical processing of the large text arrays (written and oral).
Understanding the natural language.

Modelling the images, metaphors, and metonymy.

Automated construction of the classifications, ontologies, thesauri.
Finding logical-linguistic defects in the texts and their solutions.

Conceptual scheme construction, lexicographic, conceptographic and onto-
graphic processing of the multilingual texts.

Cross-language adaptation and natural language translation.

This complex of problems requires quite large network computing resources for its
solution.
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4.2 Virtual lexicographic system — technological platform for research
e-infrastructure for digital lexicography

The process of virtualization of the lexicographic systems can take place in the
process of functioning of the aggregated lexicographic systems in real socio-tech-
nical environments. This happens when the ‘subject area’ (X) — a carrier of the
super system of lexicographic systems — has distributed system characteristics and
is parameterized with a structured set of system (network) addresses, like those that
are adopted in the Internet. Then every element x ¢ X becomes a function from a
tuple of addresses: x = f(a;a;... a,), i.e. a lexicographic system ELSx/L] becomes a
virtual object, distributed in the physical space that is represented with a point
(a;a;... a,) in the space of network addresses. Moreover the agreement of the
related data models on the conceptual and internal levels is not required (although
this agreement could be very useful). The agreement at the level of external models
is only necessary, particularly at the level of network protocols, ensuring the min-
imum integrity of the virtual lexicographic system and the possibility of its
identification as a single object.

Such virtual lexicographic system can be used as a virtual lexicographic laboratory
(VLL for short: Rabulets 2009), which provides facilities for performing joint lex-
icographic project by various institutions distributed geographically and even by
different countries. The existing communication infrastructure of the Internet is
fully capable to provide the necessary bandwidth, the normal work of the VLL
within its functions planned. This can be achieved by applying the systems engin-
eering of the so-called Service-Oriented Architecture (SOA).

The main issues that are faced when creating the distributed systems like VLL are:

* Heterogeneity of modern information systems;

* Metadata exchange between the systems of different manufacturers;

» Data exchange between the systems that differ significantly using different

data formats;

* Large volumes of data transmitted between the systems;

* Guarantee of message delivery;

* Routing the messages and addressing the ‘end points’;

e Process coordination;

* Service interaction security.
Let us consider the approaches used to solve these issues, and the principles for
creating VLL. It was decided to develop VLL on the basis of Web services (one of
the implementations of the SOA-applications).
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The Web services (WS) are positioned as a universal technology for binding the
significantly heterogeneous systems. It is based on several standards: XML to
describe data, SOAP to transfer information from one system to other, WSDL to
describe services (including the tasks of types of the input and output data) and
UDDI to store and provide WSDL-descriptions on request.

These standards are enough for creating a relatively simple system. But any non-
trivial solutions (as a rule, they are necessary in a corporate environment) require
the use of such things as guaranteed asynchronous message delivery, transaction
management, data encryption forwarded between the systems, and provision of
their authenticity. All these areas are somehow close to WS. Some add-in of vari-
ous specifications is actively created, allowing entering these technologies to the
world of WS.

SOAP (Simple Object Access Protocol) is a transport protocol, a remote call of
the functional. This protocol is designed for organizing interaction of the distrib-
uted systems using asynchronous exchange of the XML-formatted documents
(XML Infoset is applied). Such documents have three parts: an envelope (wrap-
per), title and body, the general purpose of which is clear from their names.

Such distribution is caused with the fact that SOAP creates its virtual transport
environment. SOAP-message is able to follow the route that includes several units,
each of which can make changes to it or process it somehow. The status of these
changes is reflected in the message header blocks. The title is an expansion mech-
anism, which allows sending data in the SOAP-message that is not actually the
main workload (for example: directives and/or context information needed for mes-
sage processing). This allows expanding the messages with a method specific to a
particular application. Another large required section is ‘body’. It contains the
XML-block with the information that should be delivered to the end recipient. Both
these sections are contained within the envelope.

SOAP is a simple "bridge" that provides application interaction. It has a paradigm
of the unidirectional, not supporting the integrity of this messaging state. There-
fore, additional means providing the crossings of the firewall border, multiunit
routing, guaranteed delivery, are required to create systems with complex
sequences of information exchange. However, SOAP defines the infrastructure
within which an infrastructure private for each application can be described in a
relatively unified form. In addition, the general principles, by which the binding of
SOAP-messages to an abstract transport protocol can be performed, are set out in
the standard. The general scheme of creating the SOAP-shells for RPC-oriented
interfaces (Remote Procedure Call) is described; the particular mechanisms are
given; and the particular realization of the method for processing SOAP-messages
is set as content of GET and POST commands for the HTTP protocol. The binding
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to a particular transport protocol allows reducing the amount of programming,
needed for writing a SOAP-based application, and reducing the traffic amount. In
other words, some information is removed from the original message and placed in
its packages by means of the transport protocol at the point of departure. And it is
reconstructed in its original form at the point of receiving a message.

For example, the HTTP protocol has already the means for providing message cor-
relation (i.e., the means for logical binding of request and reply), and developers do
not need to be anxious of the correlation request-reply. The binding to HTTP also
allows making Web services more relevant to the general style of WWW and
passing error messages more clear. The service of the class ‘read only’ can be iden-
tified with some address URI in the Web and give the SOAP-formatted information
at the command GET, which has no parameters. But this binding is valid only
between two neighboring nodes that support the transport protocol.

Typical SOAP-message

<s:Envelope xmlns:s="http://www.w3.0rg/2003/05/soap-envel-
ope" xmlns:r="http://schemas.xmlsoap.org/ws/2005/02/rm"
xmlns:a="http://www.w3.0rg/2005/08/addressing">

<s:Header>

<r:Sequence s:mustUnderstand="1">
<r:Identifier>urn:uuid:238b448e-3c97-47ec-bf9f-478333000££f2
</r:Identifier>

<r:MessageNumber>4</r:MessageNumber>

</r:Sequence>

<r:SequenceAcknowledgement>
<r:Identifier>urn:uuid:870db09b-33df-47d9-abb0-
33d3c422328d</r:Identifier><r:AcknowledgementRange Lower="1"
Upper="4"/>

<netrm:BufferRemaining xmlns:netrm="http://schemas.mi-
crosoft.com/ws/2006/05/rm">8</netrm:BufferRemaining>
</r:SequenceAcknowledgement>

<a:Action
s:mustUnderstand="1">http://ulif.org.ua/services/expl/IDict-
Connect/GetServerNameResponse

</a:Action>

<a:RelatesTo>urn:uuid:6072ec60-56c0-47ce-895a-
96fe39333cl9</a:RelatesTo>

</s:Header>

<s:Body xmlns:xsi="http://www.w3.0rg/2001/XMLSchema-in-
stance" xmlns:xsd="http://www.w3.0rg/2001/XMLSchema">
<GetServerNameResponse
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xmlns="http://ulif.org.ua/services/expl">
<GetServerNameResult><servername><n>mainulifserver</n><d>ocH
OBHUI cepiBep YMId®a</d></servername>

</GetServerNameResult>

</GetServerNameResponse>

</s:Body>

</s:Envelope>

WSDL (Web Services Description Language) is a description of service prop-
erties. WSDL describes the services as some abstract resources that can accept
the documents of certain types at the input and initiate sending the documents of
other types. WSDL defines service from two viewpoints: the abstract and con-
crete. At the abstract level the service is defined in terms of messages sent and
accepted, which are described by means of XML Schema in the form irrespect-
ive of the concrete transport protocol. At the concrete level the bindings to the
transport formats and points of physical placement are defined.

According to this standard the WSDL-description of the service consists of five
parts:

1. The data types used by the service are described using XML
Schema notations (section <wsdl:types>).

2. The description of the input WSDL-messages (<wsdl:message>) is
set consisting of the elements that have types described in
<wsdl:types>.

3. The ports are described (<wsdl:portType>) — their names, the
names and specifications of operations allowable to them
(<wsdl:operation>). Each such operation is characterized with a
triple of messages — input, output and failure. Four types of
operations are set in the standard: unidirectional, request-reply,
confirmation-reply and messages (the latter two are the inver-
sion of the first two). Respectively, the WSDL-port can be
unidirectional and bidirectional. The information about failures
is a feature of bidirectional ports.

4. The binding (<wsdl:binding>) to the transport protocol is set.
There is a transition from a logical data model to an actual phys-
ical model. To describe the transition, the so-called SOAP-
extensions of WSDL are used (the bindings of WSDL to HTTP
and MIME are set). Using these extensions we can simply spe-
cify to the server that to form a real SOAP-document, the bodies
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of the WSDL-messages described should be copied to its body.
The service address in WWW is also set here.

5. The service descriptions are grouped (<wsdl:service>) — the ser-
vice name, port data, bindings and comment are combined in the
form suitable for human perception. Using this section the service
can be bound to several alternative mirrors.

UDDI (Universal Description Discovery & integration) is a standard for fea-
tures and structure of the database of service descriptions. UDDI, SOAP and
WSDL create three basic Web service standards. UDDI is a standard for internal
device and external interfaces of the database (repository) that stores service
description. It sets the data model and standardizes API, including Web service
API. All descriptions in the database are stored as XML-records.

The latest version provides the replication of repositories with complex models of
their subordination to each other, the creation of a repository of multiple nodes
(and replication of data between them), the global uniqueness of results and keys,
API of publications for descriptions and subscriptions to changes, means of ensur-
ing the data integrity, internationalization of records, content encryption.

While UDDI 2.0 version was designed to support e-business catalogues, version
3.0 is focused on the internal use — to build enterprise systems within the ideology
of Service-Oriented Architecture. Therefore it admits creating the registry of sev-
eral types (public, private and with shared access).

To facilitate searching UDDi-registry offers a standard mechanism for classifica-
tion, cataloguing, searching and managing Web services:

1. It allows setting different taxonomies (classifications) in one registry, i.e.
an element can simultaneously be classified in different ways within different
logical models;

2. UDDI allows expanding the number of ways for classifying any item to
information publishers. It is possible to verify the compliance of element data to
the classifier’s requirements;

3. UDDI Inquiry API allows specifying a classifier and classification attrib-
utes in the search parameters, as well as connecting data of various search queries.

UDDI is based on WSDL and XML Schema.

Optimization of basic specifications

The standard form of SOAP is very inefficient technology in terms of consumption
of the computational resources. For example, the message EDI (Electronic Data
Interchange) has a length of 80 bytes, while a similar XML-message is 1.5 KB.
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SOAP will give it the title and markup tags, and this will increase its size. If the
SOAP-message body has multimedia, the situation becomes quite catastrophic.
Here are some of the emerging problems:

1. The inclusion of binary data into the message body requires addi-
tional operations to encode it to the Base64 format and decode back.
This leads to excessive consumption of CPU resources, and excess-
ive widening of the message size;

2. The inclusion of other XML-documents and their fragments into a
SOAP-message - extremely complex operation, especially if the
XML-fragments use a different character encoding;

3. Although SOAP-messages are self-marked, specific data block can
be detected only after viewing the entire message. This means a sig-
nificant growth of capacity on the computing resources.

SOAP 1.2 Attachment Feature describes the abstract model of forming SOAP-
messages with attachments. It solves the first two problems listed above, enter-
ing a model of forming complex SOAP-messages (SOAP envelope plus
attachments). The specification describes the abstract complex structure consist-
ing of the main part with SOAP-messages and related secondary parts —
attachments with multimedia data. Each such structure is characterized by one or
more URI-identifier used for referring to it from other parts. The names
SOAPMessage and SecondaryPartBag are assigned to the main and secondary
parts on some basic URI.

The complex structure is neither a generalization of SOAP structural model, nor a
generalization of SOAP envelope and does not define the main message processing
model. This is just an abstract model, the basic "rules" that must guide the further
implementation of SOAP bindings to specific transport protocol. In fact, the spe-
cification tends to bindings to the HTTP protocol. Here are the examples of
possible use of SOAP Attachment Feature:

1. The main part and a JPEG-image can be encapsulated in one DiME-
message (see WS-Attachments) and transmitted via TCP or HTTP;

2. The main part and a JPEG-image can be encapsulated in MIME
Multipart/Related message and transmitted via HTTP;

3. The main part can be sent via HTTP without encapsulation, and a
JPEG-image can be obtained on a separate request by the addi-
tional command HTTP GET.

The specification will also postulate some requirements following the questions of
the data safety in the attachments. The processing of secondary units is determined
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not with it, but with SOAP semantic structures specific to those programs for
which the attachments are intended.

WS-Attachments and DIME is an optimization of the binary attachments in
SOAP-documents and the format of their transmission.

XOP (XML-binary Optimized Packaging Mechanism) is an optimization of
the XML-document volume and presenting the data (encoding) in it.

SOAP Message Transmission Optimization Mechanism is an optimization of
the SOAP-traffic.

SOAP Resource Representation Header is a SOAP extension for traffic
optimization.

Transport Layer of the WS-Architecture are specifications that define the
rules of the guaranteed delivery for the SOAP messages.

Web Services Reliable Messaging Protocol (WS-ReliableMessaging). The
specification describes a protocol that enables delivering WS-messages between
the components of the distributed applications even in the case of software,
hardware and network failures.

Routing the messages and addressing the ‘end points.” The SOAP-message
can pass through many nodes before it gets to the final recipient. Each node can
not only perform the transport function, but also the processing — logging, audit-
ing, verification. A protocol of the transport level is used between any pair of
these nodes, but in general the protocols in the chain can be different. This
means that the virtual transport infrastructure must be constructed on the level of
SOAP. The protocols of routing the messages solve this problem. The routing
enables virtualization of network resources when the user should not know what
subject it communicates with in the internal network (for example, for security
or load balancing).

WS-Addressing — allows to resolve logical service model and its physical
implementation more (compared to the WSDL), specifies the routing rules.

Protocols of coordination for businesses-processes using the context. The
distributed applications that solve the problems connected with business-pro-
cesses support rely on Web-services more often. The complexity of these
applications leads to the necessity of their structuring as separate units that per-
form complete pieces of work. The process that flows through such groups can
be very long and require mechanisms to maintain its state. In other words, some
general information (context) is required for the coordination of work within
certain groups. At least this context must include the business-process ID that
allows distinguishing it from another one of the same process.
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WS-Coordination — the main specification, which describes the mechanisms of
coordination for the Web-service operations. Other specifications including WS
Transaction, WA Atomic Transaction and WS Business Activity Framework are
based on it and extend it spreading to narrower fields of managing the atomic
and business transactions.

Web-services and transactional systems. The protocols of action coordination
are framework. They do not describe the order of calling the participants of
coordination and do not impose any special restrictions on these calls. To per-
form the work more significant than the context transfer, they need, ‘plug-in
modules’ as transactional protocols.

WS-Transaction (WS-Tx) is the most famous specification in the field of trans-
actions. It has preceded WS Atomic Transaction and WS BA Framework for the
environment described with the WS-Coordination.

WS Atomic Transaction is a subset of WS-Transaction specification that was
marked out into independent specification and remade a little. It defines the pro-
tocols for short-lived atomic transactions in the environment described in the
WS-Coordination.

Web Services Security (WS-Security) describes a basic layer for many other
technologies in the field of Web-services security, namely how to ensure integ-
rity, confidentiality and authenticity of an individual SOAP-message transmitted
within the established sessions, context and security policy. The specification
generalizes a number of early developments of IBM and Microsoft in this area
including SOAP-SEC, WS-Security and WS-License, etc.

The Security Tokens represent a set of assertions made by the sender. The con-
tent of these assertions in the WS-Security is not specified because it depends on
the specific implementation. The assertions can be username, key, permission for
the operation, etc. The token can be certified (but not necessarily) by a digital
signature. Verifying it, the recipient is ascertained that the sender knows the
necessary key and so is credible.

Signing and Encrypting. To ensure the integrity of the message, WS-Security
is based on the digital signature standard XML Signature. All signatures are
stored in a unit. The specification allows attaching several signatures (even of
different types) to a message relating to its various parts, including overlapping
ones.

Web Services Trust Language (WS-Trust). To establish a secure connection
between two parties, they must explicitly or implicitly exchange some mandates
of confidence. And each party should have a mechanism to determine whether it
could trust the mandate sent to it from its counterpart. WS-Trust defines the
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means for this, namely: extensions of WS-Security that provide delivery, recov-
ery and verification of the security tokens, and establishment of the trust
relationship between domains, including the use of services of the agents.

Web Services Secure Conversation Language (WS-SecureConversation).
This specification defines the extension of WS-Security and WS-Trust necessary
to establish a secure channel, by which you can send many messages.

WS-Policy and Web Services Policy Assertions Language (WS-PolicyAsser-
tions). WS-Policy defines the XML-grammar for describing the capabilities and
characteristics of WS-system and requirements to its clients. Sets of similar
descriptions (assertions) are reduced to the documents called policies. The asser-
tions in WS-Policy are formed from the expressions and can be as simple
declarations of availability for any properties in the service, as complex paramet-
erized verifications of the incoming data for compliance with some criteria.

Web Services Policy Attachment (WS-PolicyAttachment). Typically, policies
are not stored by themselves; they must be adapted to existing infrastructure.
WS-PolicyAttachment defines a common mechanism for binding policy
descriptions to the service descriptions, as well as its three specific variations:
binding at the level of WSDL-types, binding to the elements of UDDI catalogs
and binding to specific implementations of the services through WSDL-descrip-
tions.

Web Services Metadata Exchange (WSMetadataExchange). This specifica-
tion is designed to simplify getting metadata about the service connected to the
remote ‘end point’.

Authentication in the federal environment. WS-Trust and WS-Policy dictate
that a resource should verify a set of assertions encoded in the security token of
the request applicant, according to the policy adopted.

Attributes and Pseudonyms. The second important set of scenarios described
by WS-Federation, concerns the use of service of attributes and pseudonyms
(CAP, Attribute / Pseudonym services). CAP not only performs the client
authentication, but it is able to expand the security tokens with some additional
information about the client. The binding to UDDI as attribute repository is
described in detail in this specification. A special model tModel is introduced for
storing the attributes.

The virtual lexicographic laboratory based on the mentioned technological tools
was created in development environment Microsoft Visual C # 2005 Professional
Editions. It works in the operating system Microsoft Windows XP/2003 or Vista
running Microsoft. NET Framework version 3.5. The complex has a layered
architecture: the database server is responsible for communication with the
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lexicographic database (LBD), functions of data acquisition and storage; the
session server establishes sessions for individual users, manages privileges and
installs access levels; the client software provides a user interface that allows users
to edit, view entries and perform several other functions.

Thus, the software is designed to work in the network (both local and global, as the
use of technology for creating the distributed service-oriented systems Windows
Communication Foundation (WCF) for interaction between the specified levels of
the complex allows its effective functioning in the Internet environment), where
multiple users access LDB VLL simultaneously. Thus, depending on privileges the
users can access the entire database or its part, can edit entries or only view them.
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4.3 Grid Infrastructure Requirements for Supporting Research
Activities in Digital Lexicography

Contemporary NLP tasks are rather varied; some of them require a lot of “pure”
computing power, but many tasks, especially in the area of corpus linguistics,
merely process large data files. From the software point of view, the tools used can-
not be more diverse — they are often programmed in typical computer languages,
like C or C++, but a lot of data processing is done in scripting languages, such as
Perl or Python, and Java is increasingly popular, and more often than not, one spe-
cific task uses several different tools bound by short programs written in a shell
script. The use of (high level) scripting languages even for the computing intensive
tasks means that the analysis is less effective than it could be, but the ease of creat-
ing and maintaining the tools more than outweighs this particular disadvantage.
From this follows than the tools are often fragile and require a specific environ-
ment, which sometimes means that even using a different GNU/Linux distribution
that the one the software has been developed on can be a major problem.

The Grid environment, due to its initial connection with the use in High Energy
Physics, predominately uses Scientific Linux CERN distribution (SLC) version 4
for the job computing environment (with a changeover to version 5 currently in
progress). The ideal solution would be of course to put all the necessary NLP soft-
ware into the execution environment (which is available at each of the computing
nodes) and use the standard distribution. It is, however, sometimes much more con-
venient to use an operating system environment more suitable for the users and
their tools. There are two possible solutions: to run under a chroot environment or
to use virtualization. Both options are discussed below.

Virtualization

Chroot is a UNIX system that changes the effective root of the filesystem for the
process and its children. The basic usage for chroot is twofold: it can be used to
restrict untrusted (or potentially dangerous) processes from accessing the rest of the
filesystem, or it can be used to run processes in a different filesystem environment
(different filesystem layouts with different system executables and dynamic librar-
ies). It should be noted that chroot does not offer true virtualization since isolation
from the host system is not complete — in particular, system kernel, networking
subsystem and process management are shared with the host system, so that the
processes in the chroot environment cannot bind to sockets that are used on the
host system (and vice versa), and if process management is to be possible in a
chroot environment, the proc filesystem has to be mounted inside chroot environ-
ment, enabling the guest to access the information about host processes.
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On the other side of the spectrum, there are complete virtualization solutions, emu-
lating the guest system. These can emulate the CPU completely in software
(approach commonly used in emulating vintage computers on modern operating
systems, or when a computer platform switches the architecture), or run the guest
machine natively, trapping and emulating only privileged or unimplemented
instructions. Modern computer architectures usually offer dedicated hardware fea-
tures to facilitate the implementation of virtual machines.

Then there are several different approaches that lie somewhere in between those
two extremes, ranging from paravirtualization, which requires cooperation from the
guest operating system kernel (in order to achieve negligible performance loss due
to the virtualization), used e.g. by the XEN virtualization solution; to compartment-
alization (i.e Linux virtual servers and OpenVZ), which divides the host operating
system into different compartments with completely separated processes, network
access and filesystems but sharing the same kernel; to vanilla kernel namespace
support, which only separates user and process management (slightly extending
chroot separation).

The virtualization techniques mentioned differ on performance impact (Padala et
al. 2007) — ranging from none at all in case of a simple chroot or chroot with
namespaces, over very little for OpenVZ-like compartmentalization to a more sig-
nificant one for full virtualization. The specific areas of impact vary, too — while
the raw CPU performance rarely decreases by more than a few percent (with the
exception of complete software emulation of the guest architecture), I/O penalties
are sometimes severe.

The best way to use the specific software is to install it inside a runtime environ-
ment which is made available to the jobs when submitted to the Grid. This is
directly supported by the Grid infrastructure and requires no additional steps or
privileges. However, at this time this requires a significant effort, since all the tools
and their dependencies have to be compiled (or installed in a non-standard location
inside the runtime environment) on the standard SLC distribution, which can be
problematic if the software has many external dependencies.

Installing a chroot environment, on the other hand, enables us to avoid porting the
software to the SLC distribution — inside the chroot, any reasonably standard
GNU/Linux distribution and any necessary software packages can be installed. In
addition, many of the commonly used distributions already have support for (at
least partial) installation inside a chroot environment built in. But in the context of
Grid infrastructure this solution has a significant disadvantage, since it requires
support from the cluster administrator since chroot environments are not a standard
feature of the Grid environment.
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Using a complete virtual machine allows us to run a complete GNU/Linux distribu-
tion, with completely separate networking support and user management, including
the ability to run processes with superuser privileges, and the ability to use filesys-
tems otherwise not supported by the host system. But the main advantage is the
possibility to run completely different operating system (therefore it is possible to
use e.g. the tools available only for Microsoft® Windows® family of operating sys-
tem, if one can get around their mostly point-and-click nature and run them
noninteractively.). However, installing and using virtual machines requires not just
administrator cooperation, but often also nonstandard host operating system exten-
sions (such as special kernel modules). One of the more interesting virtualization
systems in this context is User Mode Linux, which does not require any special
host support, runs as an ordinary user process and provides a complete guest Linux
kernel environment. Unfortunately, guest environment in this case suffers from a
big I/O performance degradation, which can be a noticeable problem when dealing
with very large corpus data.

While there is significant research in the use of different kinds of virtualization in
the context of Grid technologies, this is not a wide spread feature at this time.
While it is possible to use clusters with full support for chroot environments, for
quick adoption and widespread use of Grid computing in NLP, porting of tools to
the most often supported environment, i.e. SLC, will be necessary.

Legal Issues

The actual deployment of Grid computing in the natural language processing area
(especially relevant for corpus linguistics) faces specific legal issues — the data
being processed are in majority of cases copyrighted, and the research institutions
either have very strict legal agreements governing the use of the data, or are operat-
ing entirely on copyright law sections allowing scientific and research use of the
data (fair use in the U.S.A. jurisdiction, citation and educational use in many of the
EU countries' copyright laws). The situation is somewhat similar to the problems
the users of Grid computing in health care systems — though in that case, metadata
are the most sensitive and protected part of the data-set, while in corpus linguistics
the data (i.e. texts in the corpora) are sensitive, but the metadata is usually freely
accessible (Santos, Koblitz 2008).

In any case, the research institution using the data for research most likely does not
have the right to distribute the data at all. If the contractual obligations prevent the
institution from physically copying the data beyond the premises of the institution,
it might be still advantageous to use the Grid infrastructure for computing clusters
of the institution itself, and use middleware functions to restrict data-replication to
those processing nodes and data storage elements physically located in the organiz-
ation. This way, the whole Grid can still be used for less sensitive tasks, or for post-
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processing the results of operations on sensitive data (when the post-processing
does not include access to sensitive data), while at the same time the computing
nodes will be available as part of the whole Grid computing pool when they would
be left idle otherwise.

While the actual uploading of the data to Grid-enabled storage is not to be con-
sidered a form of “distribution” as long as no other person or organization is
allowed to get the data, it is nevertheless desirable to protect the data from casual
snooping. For one thing, an administrator of the Grid node where the data physic-
ally reside can get access rather trivially; and while he or she is legally obliged not
to misuse his access (usually by rather strict agreements, in the case of European
Grid infrastructure), a measure of additional protection seems to be necessary — to
avoid data leaking in case the computer hosting the Grid node is compromised,
unbeknown to the administrators.

Computing grids had to be very security-conscious from the very beginning, since
the very premise of a Grid network is, from the point of view of the site adminis-
trator, to give external users access to the local computing infrastructure and, from
the point of view of Grid users, to entrust data and applications to untrusted, for-
eign sites.

Moreover, the basic requirement for a viable, scalable and sustainable security
infrastructure in the context of large Grid networks has to be a robust solution with
as few single points of failure as possible to avoid failures of security services that
could effect negatively the availability of the whole infrastructure (Laccetti,
Schmid 2007).

Grid security has several components:

» Authentication, a method of confirming the identity of the user or organiz-
ation behind an operation, is implemented on the basis of the Public Key
Infrastructure (PKI) and standard x509 digital certificates (with a number
of extensions to facilitate the use of PKI in the context of Grids).

» Authorization is provided in the framework of virtual organizations (VOs),
a mechanism enabling Grid users all over the world to organize themselves
according to research topics and computing requirements, regardless of
geographic constraints, and permitting sites to regulate the use of their
resources according to user, discipline, software requirements etc.

* Monitoring and ticketing permits users and administrators to keep track of
infrastructure availability and to react to technical and security matters in a
timely fashion.

e Accounting reports on the use of the infrastructure and enables the com-
munity to regulate and enforce the use of the infrastructure.
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Public Key Infrastructure

Public Key Infrastructure, first introduced to the general public in the context of
securing the web and enabling on-line shopping and banking, has become the
standard authentication model in many application domains. Defined by a number
of Internet Drafts, RFCs and standards, PKI is a widely deployed and evolving sys-
tem (http://www.ietf.org/dyn/wg/charter/pkix-charter.html).

PKI is based on the property of asymmetric ciphers, where a different key is used
for encryption and decryption. This property allows the encryption key to be
always kept private and secret and the decryption key to be public, usually pub-
lished with some information about the owner of secret key in the form of a x509
digital certificate.

In PKI, such a digital certificate is used as the token of identification: it is issued by
a certification agency (CA) on the basis of an identification process (i.e. checking
legally acceptable personal ID documents in person). But the certificate is coupled
with a secret key that has been generated by the user requesting the certificate and
is never exposed to the CA. To issue a certificate, the CA now sets up information
about the entity (user, host or service) to be certified in accordance to the identific-
ation data provided in a standard form called a Distinguished Name (DN, following
a LDAP-like name scheme: CN = Joe User, OU = My Department, DO = Institute
of Dispersive Linguistics, DC = San Marino, and signs it with their own secret key
from the CA certificate.

This scheme ensures that nobody, not even the CA, can use the certificate (since
only the owner of the certificate possesses the secret key) and protects the informa-
tion in the certificate with the signature, produced with the CA's own secret key.

To make the system work, CA certificates with public keys are published in a well
advertised manner (or shipped with software, such as. web browsers, Grid middle-
ware packages and GNU/Linux distributions). Recipient of a document or a
connection that uses a client certificate and is encrypted or signed with such a certi-
ficate can therefore verify that the document or connection really was encrypted or
signed by the said certificate by decrypting it with the public key included in the
certificate, and it can verify the information in the certificate by checking the certi-
ficate with the CA public key in the same manner.

A number of additional security measures are used in the Grid: CA secret keys are
kept in off-line systems or in dedicated certified hardware modules (hardware
security modules or HSM) while end-entity certificates are re-issued with new keys
yearly or kept in hardware security tokens. In addition, actual user certificates are
never entrusted to non-trusted entities: for almost all operations in the Grid, short-
lived proxy certificates are used instead.
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Virtual organizations

While PKI provides authentication, a different system is needed to provide author-
ization, i.e. to help decide if a given user, host or service is to be allowed to carry
out a specific task: use a specific resource or access specific data. In the context of
Grid computing infrastructure, this role is implemented in the framework of virtual
organizations (VOs).

A Virtual Organization serves two purposes:

» As an organizational form, a VO permits a number of researches from dif-
ferent organizations, usually geographically dispersed, to collaborate and
share tools, data and resources.

e In the Grid security infrastructure, a VO provides means of regulating
access to resources, i.e., a VO provides authorization after authentication is
provided by PKI.

With this combination of roles, Virtual Organizations have proven themselves to be
most efficient in enabling a higher level of international collaboration and have
permitted the European Grid network to foster new, faster development in many
disciplines by providing an unprecedented framework for international collabora-
tion.

In practice, members of a research project or a discipline can set up a VO and
decide on its modes of operations and access to resources quite independently.
They have to decide what kind of tools the VO members will be using in the Grid,
define the data formats, prepare data repositories, develop execution environments
with the tools installed and set up a Virtual Organization Membership Service
server (VOMS server) to store authorization credentials.

Then some resources have to be made available to the community of VO members.
In practice, that means obtaining support of a number of Grid sites (organizations
owning computing clusters partaking in the Grid) that have to configure their Grid
middleware installations to include the new VOMS server in its authorization pro-
cedures and to either install the execution environment (or, more realistically,
environments) for the VO or give access to some members of the VO so that they
can perform the installation and maintenance if the execution environment on the
site themselves. Additionally, a number of Grid storage elements (SE) has to be
configured to allow the VO members to access and store the data on their disk
space.

Proxy certificates

With the VO and VO supporting Grid sites, a VO member can submit Grid jobs
and access VO-owned data using his certificate. This is implemented in an indirect
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manner by means of Grid proxy certificates, as mentioned previously in the discus-
sion of PKI infrastructure.

Grid proxy certificates are primarily used to permit a job to authenticate in the
name of the user spawning the job, without the requirement of direct user interac-
tions during the course of the job. This means that the proxy certificate must have
the same DN as the users' certificate, but it has a different secret key which is not
protected with a pass-phrase that would require user interaction on the keyboard.
Proxy certificates are generated with a tool that uses the users' certificate to sign
the proxy (as if it were a CA), thus confirming that the proxy was indeed generated
by the user. In addition, gird proxy certificates are protected with file permissions
and are always short-lived (from several hours to a few weeks) to mitigate the risk
of the unprotected secret key.

To interact with the VO authorization system, the user generates a VOMS Grid
proxy certificate that obtains special certificate extensions from the VOMS server
and incorporates them in the proxy certificate. These extensions encode VO group
and role attributes of the user and are themselves signed by the VOMS server with
its service certificate, using the PKI infrastructure's authentication facilities to
implement an authorization layer.

In this manner, a job can obtain authorization to use computing resources and data
simply by providing a suitable VOMS proxy certificate. Its attributes are recog-
nized by the Grid manager servers that provide it with to data storage (storage
resource managers, SRM) and other resources.

As and additional level of security, Grid managers assign each job a temporarily
unique user ID in the underlying operating system mapped from its active VO role
in such a way that no jobs with different roles (and therefore potentially different
access permissions) can share access on the underlying implementation.

In this way the system implements fine-grained control over the use of Grid
resources and data without any reliance on the availability of authentication and
authorization servers, thus avoiding a single point of failure that would have a sig-
nificant impact on the scalability of the system.

Data Protection

Using these security components, additional measures of data protection can be
implemented when necessary (Garabik et al. 2009). In the context of NLP, such a
measure is of critical importance, since most of the data-sets in corpus linguistics
contain copyrighted texts that need to be protected.

To solve this problem, the corpus data has to be suitably protected where it is per-
manently stored. Therefore the data should be stored in encrypted form in a
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dedicated storage element and the access authorization should be set up in such a
way that access is restricted to VO users who belong in a VO group of users who
signed the necessary legal agreements to access the data. Furthermore, the data
should be transferred to the untrusted environment of Grid worker nodes, where
jobs perform their computations, in the encrypted form and that the decryption
keys are issued to the jobs protected with asymmetric encryption decryptable only
by the job's Grid proxy keys so that only the jobs can access the keys and decrypt
the data.

In this manner, access and decryption is regulated with the authorization of embed-
ded VOMS attributes in the proxy certificate without any additional authorization
steps, while the data is never shipped or stored in unencrypted form.

If the tools used by the job have to store temporary files on disk, these are protec -
ted from other processes (with the exception of system administrators, who are
already bound by strong agreements pertaining to data security on the Grid) and are
in addition of short-lived nature.

There exist different implementations of the system described. The simplest form
involves the use of a decryption filter in the job script and is rather simple to
deploy. A more flexible solution, based on CryptoSRM (cryptographic storage
resource manager) and Hydra Key Storage (a distributed fragmented encryption
key storage system) is described in (Santos, Koblitz 2008).

From Grid to Web Services

Currently, the efforts have been concentrated on the minutae of job and task man-
agement and grid resource allocation. While such an approach could be acceptable
for researchers that want to develop new tools, researchers that want to merely use
them will require more flexible and easy to use interfaces, usually in the form of
web services. As ToTaLe already has a web interface (http://nl2.ijs.si/analyze/),
including a facility allowing a user to upload a small corpus as a compressed
archive), it has been relatively easy to adapt the web application to use the grid
backend to perform the annotation and to enable the service to process much larger
data-sets in a reasonable time. Similarly the task for the term extractor was straight-
forward. Providing a web interface for a generic n-gram processing service seems
less likely at this time, since the work to perform depends heavily on a number of
factors, such as the structure of the corpus, the kind of n-gram analysis required
etc. For such task, it is possible to add some web-based interfaces to grid resources,
possibly structured around the meta-data catalogue. This interface should enable a
user to quickly set up a number of generally useful but computationally expensive
tasks, where the system should take care of factors such as the management of indi-
vidual jobs, necessary conversions of corpus data and allocation of suitable grid
storage for end results.
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4.4. Case studies

Installation and usage

The case studies described further have been carried on the Squeeze (testing)
Debian distribution, which is a “moving target™ distribution, meant for users that
want newer version of the distribution and included packages, but do not want to
deal with (potentially) broken bleeding edge packages from the unstable Debian
repositories. To summarize, a package will get into testing if it has no release-crit-
ical bugs, has spent several days in the unstable repository and its inclusion in
testing will not break other packages. Testing distribution has been used deliber-
ately, because it is advantageous to use new versions of the required packages
which will not become obsolete in near future, even if the packages in testing
repositories will be rather quickly replaced by still newer versions (Javorsek,
Erjavec 2009).

Debian has a standard method for installing the base system into a chroot environ-
ment, implemented by a tool, called debootstrap. Installation of a particular
disctribution using debbootstrap is straightforward, after the dicstribution is
installed, desired software packages can be installed inside the chroot in their usual
way.

Morphosyntactic Annotation (Tagging) with ToTaLe

Automated annotation is a time consuming and computing intensive task, so it has
been considered for the experiment. The tagging has been based on ToTale, an
automated multilingual annotator (Erjavec et al. 2005). Since ToTale has recently
had a new tag-set added for Slovenian, an experimental re-tagging of the fidaPLUS
corpus of modern Slovenian (621 million words), seemed a natural task to do on
the grid. fidaPLUS is stored in the form of 44 000 files encoded in the Text Encod-
ing Initiative format and contains full morpho-syntactic annotation (lemma, MSD
tag) and marks for punctuation and sentence boundaries. To perform the annota-
tion, a new execution environment has been created on the experimental setup for
the future HLT VO, and ToTalLe with its dependencies and language models has
been installed. In splitting up the task of annotation into a suitable number of jobs,
the maximum amount of available computing cores is targeted, and for that reason
job description files containing approximately 70 files (with minor differences due
to differences of file sizes) have been used, which gives 630 jobs. The actual job
consisted of the job description file (specifying the input and output data files, exe-
cution environment, hardware requirements, start-up script etc.), a small control
script and filter that extracted the plain texts from the compressed annotated corpus
files in TEI XML form and passed them to ToTalLe in sequence, compressing the

102



results on the fly. The actual run has shown the mean time of execution per job to
be around 10 hours, 2 hours of which have been spent queuing (waiting for com-
puting resources) and in file upload or download. The task has been completed in
under 12 hours, while consuming on the order of 6500 hours of computing time
and processing and regenerating over 70 GB of corpus data—automatically annot-
ating a 621-million words corpus in less than a day. Practical applications of this
service, particularly having in mind that ToTaLe supports several MULTEX-East
languages and tag-sets and will, hopefully, some day support all of them, are obvi-
ous to most linguistic users.

Morphosyntactic annotation with morce

Morphosyntactic tagging of the Slovak National Corpus consists of two steps. The
first performs morphosyntactic analysis, where each word in the input texts is
assigned a set of possible morphosyntactic tags. This step essentially consists of
looking up the possibilities of lemma/tag combinations in a constant database table
using the wordform as a key, with an additional step for unknown words, where the
list of possible tags is derived from the similarities of word endings to the ones
present in the database tables. The software is implemented in the Python program-
ming language and is actually quite fast, since the core of the task consists simply
of a look-up in the possibilities in the tables, and most of the CPU work is spent on
I/O operations, parsing the input file and assembling the output. On a reasonably
recent hardware (Intel Xeon 2.33 GHz CPU) it is able to process over 10 000
words per second. It can also parallelize easily, since the words can be analyzed
independently of each other.

The second step is disambiguation, where each word is assigned a unique lemma
and a morphosyntactic tag out of the possibilities assigned in the first step. For dis-
ambiguation, morCe (Spoustova et al. 2009), an averaged perceptron model
(originally used for the Czech language tagging) has been used, re-trained on the
Slovak manually annotated corpus. Disambiguation is much slower that the mor-
phology analysis, its average speed reaches only about 300 words per second.
Parallelization at the application level is also not possible without some redesign of
the morce itself, but the nature of tagging makes it easy to split the input data into
as many chunks as desirable and run morce instantiations in parallel.

Given the speed differences between morphology analysis and disambiguation, the
morphology analysis execution time can be considered negligible and it is possible
to design the whole tagging to be done in one step, without the need to parallelize
the morphology analysis process while the disambiguation is to be run in parallel.
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n-gram Processing

Another task was an example of n-gram statistics, namely frequencies for 1-grams
and 2-grams for the whole Slovene fidaPLUS corpus separately for words, lemmas
and MSDs, totaling a corpus of 1863 million words. Due to n-gram counting being
a much simpler task compared to automatic annotation, it is possible to ship the
counting program and control script directly with the jobs (no installation in the
execution environment necessary; Ted Pedersen’s n-gram statistics package for Perl
has been used) and could also process more files (500) per job. This resulted in 90
submitted jobs which finished in under 4 hours and consumed under 80 hours of
computing time. Again, the source files of the corpus had to be downloaded,
uncompressed, processed so that relevant data was extracted from TEI XML form
in a plain text file and then processed. Since these jobs have been much shorter,
clearly more time (but not computing resources) was spent queuing or download-
ing and uploading data than in actual processing, although it has to be noted that
this occurred only in some cases (where due to faults in network transfers, files had
to be downloaded several times) and most jobs finished around the second hour
mark. Similar experiment was based on a term extractor described in (Vintar 2004 )
and its web-based interface. The web interface takes a text file, performs the neces-
sary conversions (text, PDF and different offce formats are accepted), uses the
ToTaLe web service to lemmatize and annotate it and runs an n-gram statistical
analysis on the lemmatized text. Using a combination of statistical scores based on
lexical statistics and linguistic extraction (based on MSD patterns), a list of pos-
sible candidates for terminologically relevant terms in the text is generated.

TectoMT

TectoMT is a software framework aimed at machine translation at the tectogram-
matical level of analysis (Zabokrtsky et al. 2008). The system is modular — the
framework itself consists of many independent modules (blocks in TectoMT ter-
minology), each implementing one specific, independent NLP-related task. Each of
the blocks is a Perl module that interacts with the system using a single, uniform
interface. However, sometimes the module serves only as a wrapper for the under-
lying implementation in another programming language. The tectogrammatical
annotation and consequently the TectoMT framework primarily stores linguistic
data in its own format, called TMT. TMT is an XML-based format, designed as a
schema of the Prague Markup Language (PML)". Nevertheless, its blocks are by
no means obliged to use this format (Pajas, Stépanek 2006).

TectoMT has been developed with modern Linux systems in mind, and as such its
installation requirements are easily met by any contemporary Linux distribution. It

" Not to be confused with the Physical Markup Language

104



should be noted that TectoMT, being written mostly in Perl, depends on many
external Perl modules and its installation scripts are intelligent enough to automat-
ically download and install any missing dependencies; this, however, circumvents
standard distribution packaging systems, therefore it is better to install all the
necessary packages with the packaging system tools before attempting to install
TectoMT. There are also some C language modules that are not compiled by
default, but have to be compiled separately inside the TectoMT installation source
tree.

TectoMT also has some built-in capabilities for parallelization of its tasks, using
the Sun Grid Engine — it is possible to adapt the Sun Grid Engine batch software to
various Grid middlewares (Borges et al. 2007), but TectoMT can be run on the Grid
system directly without relying on its internal parallelization possibilities, if the
user takes care of splitting the input data into appropriate chunks for parallel pro-
cessing.
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4.5 Recommendations

In order to provide the power of grid computing to researchers in the domains of
digital lexicography, corpus processing and human language technologies in gen-
eral, the technology needs to be accessible as a part of dedicated grid infrastructure
(Erjavec, Javorsek 2008). Luckily, modern grid infrastructures support this
approach in the form of Virtual Organizations (VOs), self-contained infrastructure
elements that provide authorization management, software distribution, tools devel-
opment and organizational support for a project or disciplinary community in the
grid. Here we describe a number of steps that are should be taken to provide this
service to the community.

Creation of Core Services

To support the HLT VO, a Virtual Organization Membership Service (VOMS)
server to provide VO user and service access control has been set up. To use the
server, a user (organization or person) has to get a grid digital certificate for
authentication and use the server to apply for accreditation. To support the VO, any
organization can include the HLT VO VOMS configuration in its authorization
control set-up, thus allowing a combination of local and VO controls to govern
access to data and services of HLT VO members. At the time of this writing, HLT
VO VOMS is supported by the SIGNET cluster and it is included as a supported
service in the Slovenian National Grid Initiative project. Any organization wanting
to participate in the HLT VO can enroll with the VOMS to use the infrastructure
and include its configuration in the local set-up to support the infrastructure locally.

Registration of the VO

While the HLT VO could be registered as a supported VO in the European grid
infrastructure (i.e. with the EGEE and NorduGrid projects), it has not been yet
done so as at the time of this writing, no organizations from other nations support
the VO and so it lacks international membership.

As soon as HLT VO is registered, it will be discoverable using the central services
of both above mentioned infrastructures. It is also expected to become one of the
supported VOs in the future European Grid Initiative (which starts its operations in
2010).

After the VO is registered, as members of the EGEE project, support for the widely
used gLite grid middleware should be included in the system — so far only the easi-
er-to-use and more efficient NorduGrid ARC has been supported. For NorduGrid
ARC, sites that already use it can start supporting the new VO simply by editing
the relevant setup files and installing the software base for the job execution envir-
onment from the VO repository.
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Data and Metadata

Due to many restrictions that are often applied to the use of corpus data according
to contracts regulating the use of copyrighted and other non-free materials, it is
essential to provide a managed distributed data access with a central metadata
server and full support for VO-based access control and authorization. While no
such a solution has been implemented, it is an essential element to allow interna-
tional collaboration. A number of existing solutions for grid infrastructure has been
tested and we recommend a metadata service on the base of AMGA, the Arda
Metadata Catalogue Project as a viable solution that could allow us to leverage rich
metadata services and grid access controls to enable linguistic researches to use the
available resources while enforcing the legal restrictions in place.

VO Execution environments

For testing purposes, a set of command-line tools for typical linguistic grid jobs
have been developed and execution environments with all the necessary software
packages pre-installed are prepared. These tools already provide a way to perform
resource-intensive tasks using distributed corpus data and distributed computing
resources in the HLT VO. This tool set should be expanded and developed into a
viable basis for the future use in the new VO and into more advanced tools. A set of
web services and web grid interfaces should be built, to enable linguists to use the
new tool-set with ease. The final form of the HTL VO execution environment is
not yet decided as it will be shaped according to the needs and requirements of
future member organizations.

Web interfaces and central services

A dedicated web site for information, documentation and user management of HTL
VO is being set up at JSI as part of Slovenian National Grid Initiative effort. It will
provide the central grid services for the VO, such as basic task and job reporting,
statistics of usage and meta-data access. The central infrastructure will be sufficient
for initial testing and evaluation for Human Language Technologies Grid, but addi-
tional services will have to be developed to support web based job submission and
control, data-set upload (including corpus upload, transformation etc.) and data
retrieval from finished jobs. A number of these techniques have been already tried
in the experiments. We recommend expanding this effort to provide research com-
munity with a reliable basis for resource intensive NLP tasks in a EU Grid
computing environment. One of the major attractions of the new system, next to
the flexibility, compatibility of tools and the sheer computing and storage power,
will be to provide a single method (and programming API) to many resources in
different languages, and to resolve the difficulties inherent in different legal, tech-
nical and practical restrictions that make any multilingual research rather difficult
today.
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5. Concluding Remarks

In conclusion we want to discuss in brief the question “What are the impacts of
research infrastructures supporting Slavic languages resources”? The impacts of
research infrastructures relate to the impacts of the research and innovation that
they facilitate. These can be classified as:

*  Direct scientific impacts, relating to the new knowledge creation (scientific
outputs) and the theoretical advancement of science achieved via the
research they facilitate, training and capacity building;

» Technological impacts, relating to the innovations in the production of data
and services that arise as effects from the development of research infra-
structures;

*  Social impacts - the contribution to general welfare arising from progress
made in science, which stems from the research process and its contribu-
tion to improving the quality of language communication of EU citizens.

From a scientific perspective, social and technological impacts may seem irrelevant
— the value of a research infrastructure to the process of scientific discovery may be
regarded as the single most important aspect of its potential impact.

Socio-economic impacts of the project

Integration of the new EU countries and smaller economies within a European e-in-
frastructure framework promotes their involvement in European development and
enables them to profit from the wide range of competencies across Europe. This
process will also democratize the research and enable innovation independent of
physical location. MONDILEX developed and promoted best practices and tools
for Slavic languages resources exchange for the stimulation of sustainable collabor-
ation and business models for research infrastructure utilization in the future
(Dimitrova et al. 2010a). The project also emphasized the important role of sci-
entific collaboration in the development of digital language resources, online
accessibility and digital preservation of Europe’s cultural heritage and collective
memory. The project organised a series of five open MONDILEX workshops for
discussing a conceptual scheme of networking of centres for high-quality research
in Slavic lexicography and their language digital resources. The Proceedings of
these events (Iomdin, Dimitrova (Editors 2008), Shyrokov, Dimitrova (Editors
2009), Garabik (Editor 2009), Koseska, Dimitrova, Roszko (Editors 2009), and
Erjavec (Editor 2009)) were first published on-line on the project Web site and sub-
sequently printed and circulated to the libraries of institutions participating in the
project, libraries of national academies of sciences, national and university librar-
ies, as well as disseminated among the scholarly community, universities, business,
potential partners and users of the future research infrastructure.
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The full spectrum of e-infrastructure, including data, networks, software and
related competences, has to be supported in a balanced way to achieve efficiency in
building the ICT system supporting access to research infrastructures and sharing
their research functions. MONDILEX concluded that closer collaboration between
research communities and providers of e-infrastructure and related services needs
to be promoted. Tools and processes to manage data, promote interoperability,
integrate databases and ensure access rights require significant development effort
in order to promote sustainable services. European collaboration in this area —
especially where it crosses disciplinary borders — is still not sufficient.
MONDILEX observed that managing and providing efficient access to data repres-
ent a major challenge and a crucial step for resolving the issue is a clear policy of
access. Access to specific databases and repositories for research and development
purposes and innovative aims should be considered attentively.

Open access to research infrastructure via Web

Given the exponential growth of information, managing and providing an efficient
access to data represent a major challenge. Tools and processes for managing data,
promoting interoperability, integrating databases and ensuring access rights require
significant development effort in order to provide sustainable services. Pan-
European collaboration in this area — especially where it crosses EU borders — is
still not sufficient. Some issues arise in this respect. The virtual environments will
provide facilities for e-Research via open access and exploration of language
resources and tools necessary for the creation of dictionaries such as corpora
(including parallel and comparable), concordances, word sketches, morphosyn-
tactic taggers, parsers, semantic annotation. It will ensure user-oriented access to
digitalized monolingual, bilingual and multilingual dictionaries of Slavic languages
for research, educational, and cultural purposes. A crucial element here is a clear
policy of access. For applied research and innovation access conditions should be
clearly defined. Management of appropriate usage needs to include the develop-
ment of clear access control policies, and, wherever possible, promote wider
collaboration between different groups of users. Access to specific databases and
repositories for research and development purposes and innovative aims should be
considered attentively. The policies for access to the research infrastructure could
be regulated by dedicated public documents where issues concerning data protec-
tion, software development and other similar topics are indicated. Common
regulations should define various type of access for regular partners, associates,
third parties as well as casual users. The specific provisions for all types of part-
ners, external users, as well as differentiations of services would be a subject of
additional agreement.
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Preservation of Web content

The Web-content is harvested and deposited somewhere, either in the country of
production or abroad, so the order for permission of the use of such deposited
material should be regulated in accordance with the copyright. The rights holders
stress that digitization and on-line accessibility need to be achieved in full respect
of the current copyright rules. The general rule-of-thumb is that works in the public
domain should remain in the public domain also in the digital environment. Public
domain content in the analogue world should remain in the public domain in the
digital environment. In particular, one can recommend that public domain material
that has been digitized with public money by public institutions be not locked up,
and it should continue to play its essential role as a source for creativity and innov-
ation.
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Short profiles of the MONDILEX participants appear below.

Institute of Mathematics and Informatics, Bulgarian Academy of
Sciences
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ences (IMI-BAS) is a leading Bulgarian centre for scientific research and
applications in mathematics, informatics and information technologies.

The Department of Mathematical Linguistics at the IMI-BAS, founded in 1977,
(www.math.bas.bg/ml/) pursues research in theoretical, computational and math-
ematical linguistics, natural language processing, human-language technologies,
and knowledge technologies. In the latest 15 years the staff of the Department has
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tactic specifications for Bulgarian (for encoding and annotating digital corpora and
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lexica), MULTEXT-East Bulgarian-English parallel and aligned corpora, MUL-
TEXT-East Bulgarian annotated comparable corpus and lexica, lexical databases
(LDBs) for integrated multilingual resources — CONCEDE LDB, LDB supporting
a Bulgarian-Polish online dictionary, Bulgarian-Polish parallel and comparable cor-
pora and bilingual digital dictionaries — a Bulgarian-Polish electronic dictionary
and an experimental Bulgarian-Polish online dictionary.

The first Bulgarian-Polish bilingual digital resources are being developed in the
framework of a bilateral collaboration between IMI-BAS and ISS-PAS. The Bul-
garian-Polish parallel corpus contains more than 3 million words, mostly from
works of fiction. Some of the parallel texts are aligned at the paragraph and sen-
tence level. An experimental version of the Bulgarian-Polish electronic dictionary
consists of approximately 20 000 dictionary entries. Trilingual Bulgarian-Pol-
ish-Lithuanian parallel (1 million words, mainly literary work) and aligned corpora
are also in preparation. For the first time, a small Slovak-Bulgarian parallel corpus
(approx. 1.2 million words) and sentence-aligned corpus (approx. 177 000 words)
are currently being developed in the framework of the joint collaborative project
between IMI-BAS and I’SIL-SAS. A small parallel corpus with texts in Bulgarian,
Polish, Slovak, Slovene, and English as a hub language, of official documents of
the European Commission available through the Internet is also currently collected.

Institute of Slavic Studies, Polish Academy of Sciences

The Department of Semantics of ISS-PAS tackles issues of linguistic confrontation
of several Slavic languages. The team has elaborated a semantic interlingua used
for contrasting languages and worked on the distinction between a form and its
meaning in dictionary entries. For the first time, a formal description of the mean-
ings of tenses and aspects in Bulgarian, Polish, Russian and English has been pro-
posed, together with a Catalogue of meaning-related situations to be used for pro-
cessing temporal semantic phenomena.

Starting from 2004, the department extended its activities to the field of corpus lin-
guistics, NLP, bilingual electronic dictionaries, and started the projects on design
and development of Polish-Ukrainian digital resources (in cooperation with ULIF-
NASU), Bulgarian-Polish digital resources (in cooperation with IMI-BAS). The
Bulgarian and Polish teams are developing (currently for research purposes) the
first Bulgaria-Polish-Lithuanian experimental parallel corpus. The parallel corpus
contains over one million words.

Dudovit Stir Institute of Linguistics, Slovak Academy of Sciences

L. Stur Institute of Linguistics is the central linguistic institution in the Slovak Re-
public. In the lexicography field, ISIL is active in compiling traditional dictionar-
ies. There are also other dictionary projects currently carried on, for example tradi-
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tional Czech-Slovak dictionary and a wiki-based Slovak-Czech dictionary, pro-
duced in collaboration with the Czech Language Institute of the Czech Academy of
Sciences.

Slovak National Corpus is a representative corpus of contemporary written texts,
containing about 780 million words with automatic lemmatisation and morpholo-
gical tagging. A smaller, balanced subcorpus consists of one third of journalistic
texts, one third of specialised texts and one third of fiction, amounting to 200 mil-
lion words. Another subcorpus contains manually lemmatised and annotated texts
of about 1.2 million words. A manually syntactically annotated corpus contains
about 50 000 sentences, and a corpus of spoken Slovak contains about 1 200 000
words. The Russian-Slovak, French-Slovak, Bulgarian-Slovak and Czech-Slovak
sentence-aligned parallel corpora are intended for linguistic research, teaching,
translation, cross-linguistic studies and applications in natural language processing,
primarily for machine translation, as well as dictionary compilation. ZSIL designed
and implemented a multilingual terminology database of corpus linguistics terms,
with the goal of describing terminology of all the MONDILEX languages. The
database has been tested with several Slavic language entries.

JoZef Stefan Institute, Ljubljana, Slovenia

The Department of Knowledge Technologies at the Jozef Stefan Institute
(http://kt.ijs.si/), is the major Slovenian Al research group with 25 years tradition in
R&D in artificial intelligence, intelligent systems, information systems, machine
learning, and natural language processing. The Department has long-standing ex-
perience in the development of language resources, including research in automatic
annotation techniques and encoding standardisation. The department has coordin-
ated the FP5 R&D project SolEuNet, was involved in thirteen FP6 projects; those
partially or wholly dealing with human language technologies include IP SEKT
“Semantically Enabled Knowledge Technologies”, NoE PASCAL “Pattern Analys-
is, Statistical Modelling and Computational Learning” (with JSI a core partner in
both), STREP ALVIS (Superpeer Semantic Search Engine), and the project
SMART, “Statistical Multilingual Analysis for Retrieval and Translation”. The de-
partment was involved in the recently completed FIDA+ corpus, the continuation
of the first reference corpus of Slovene language, FIDA. FIDA+ contains 600 mil-
lion words of contemporary Slovene language, with the corpus composition care-
fully selected to be balanced and representative. Other monolingual corpora in-
clude the DSI corpus (1 million words, conference papers in informatics) and, as a
test bed for syntactic annotation, the Slovene Dependency Treebank. The multilin-
gual corpora are mostly parallel English-Slovene ones, with a total volume of
13 million words (EU legal text, technical writing, medical abstracts, mixed
genres). The department is also involved in producing the 20-way parallel corpus
JRC-ACQUIS, a freely available aligned corpus of EU legal texts, developed at the
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European joint Research Centre, in Ispra, sloWNet, the Slovene WordNet, and oth-
er lexical resources, such as the Japanese-Slovene learner’s dictionary.

In MONDILEX, the JSI partner has concentrated on two connected issues, the es-
tablishment of a Grid infrastructure, primarily for lexicography oriented corpus
processing, and standards of encoding digital resources, with a focus on describing
the morphosyntactic properties of words in lexica and annotated corpora.

Kharkevich Institute for Information Transmission Problems, Russian
Academy of Sciences

The Laboratory of Computational Linguistics of the Kharkevich Institute for In-
formation Transmission Problems, Russian Academy of Sciences, has developed a
multipurpose linguistic processor, ETAP-3, which includes, among other things, a
machine translation system operating between Russian and English, with small
prototypes for other language pairs (French-Russian, Russian-German, Russi-
an-Korean, Russian-Spanish, and Arabic-English); a system of synonymous and
quasi-synonymous paraphrasing of natural language utterances (in English and
Russian), a module that enables computer-assisted translation of texts from UNL
(Universal Networking Language, a semantic interlingua specially designed to fa-
cilitate multilingual communication in Internet) to natural languages and vice
versa.

Another major project is SynTagRus, a deeply annotated corpus of Russian texts, in
which every sentence is supplied with morphological tagging and a full syntactic
structure represented in the dependency formalism as a tree of labelled syntactic
dependencies between words. A recent innovation in SynTagRus is the so-called
lexical functional annotation, where arguments of lexical functions and their values
are marked if these elements occur in sentences. The corpus is about 40 000 sen-
tences (600 000 words) and constantly growing.

Both the ETAP-3 processor and SynTagRus rely on large digital dictionaries,
including a Russian morphological dictionary with 130 000 entries and a Russian
combinatorial dictionary (100 000 entries) that contains versatile and highly soph-
isticated information on lexical units.

Ukrainian Lingua-Information Fund of the National Academy of
Sciences of Ukraine

The ULIF-NASU is a repository of the National Dictionary Base of Ukraine. The
institution’s efforts are focused on computer technologies for creating the monolin-
gual, bilingual and multilingual dictionaries and natural language processing sys-
tems. ULIF publishes series of academic dictionaries “Dictionaries of Ukraine”,
which now numbers more than 70 volumes. As a member of TEI, ULIF develops
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national standards for electronic text processing. The Fund also develops the
Ukrainian National Linguistic Corpus.

To create a unified language for dictionary structure description, a theory of lexico-
graphic systems (L-systems) was developed. The theory, which combines the fea-
tures of several formal structures for data description (data models, logical-linguist-
ic calculi), was used to create an integrated L-system that tackles the phenomena of
inflection, orthoepy, synonymy, antonymy, and phraseology of the Ukrainian lan-
guage. An electronic dictionary based on this system can be accessed at the Ukrain-
ian Linguistic Portal (http://ulif.org.ua).

A considerable part of ULIF’s activity is devoted virtual systems of professional
interaction in linguistics that enable the development of common lexicographic
projects by researchers from different organizations or countries.
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